FACULTY OF ELECTRICAL ENGINEERING
UNIVERSITY OF BANJA LUKA

Address: Patre 5, 78000 Banja Luka, Bosnia and Herzegovina
Phone: +387 51 211824
Fax: +387 51 211408
Web: www.etfbl.net

ELECTRONICS
Web: www.electronics.etfbl.net
E-mail: electronics@etfbl.net

Editor-in-Chief:
Branko L. Dokić, Ph. D.
Faculty of Electrical Engineering, University of Banja Luka, Bosnia and Herzegovina
E-mail: branko.dokic@etfbl.net

Co Editor-In-Chief:
Prof. Tatjana Pešić-Brdanin, University of Banja Luka, Bosnia and Herzegovina
E-mail: tatjanapb@etfbl.net

International Editorial Board:
- Prof. Goce Arsov, St. Cyril and Methodius University, Macedonia
- Prof. Zdenka Babić, University of Banja Luka, Bosnia and Herzegovina
- Prof. Petar Biljanović, University of Zagreb, Croatia
- Prof. Milorad Božić, University of Banja Luka, Bosnia and Herzegovina
- Prof. Octavio Nieto-Taladriz Garcia, Polytechnic University of Madrid, Spain
- Dr Zoran Jakšić, IHTM, Serbia
- Prof. Vladimir Katić, University of Novi Sad, Serbia
- Prof. Tom J. Kazmierski, University of Southampton, United Kingdom
- Prof. Vančo Litovski, University of Niš, Serbia
- Prof. Dr Duško Lukač, University of Applied Sciences, Germany
- Prof. Danilo Mandić, Imperial College, London, United Kingdom
- Prof. Bratislav Milovanović, University of Niš, Serbia
- Prof. Vojin Oklobđija, University of Texas at Austin, USA
- Prof. Predrag Pejović, University of Belgrade, Serbia
- Prof. Ninoslav Stojadinović, University of Niš, Serbia
- Prof. Robert Šobot, Western University, Canada
- Prof. Slobodan Vukosavić, University of Belgrade, Serbia
- Prof. Volker Zerbe, University of Applied Sciences of Erfurt, Germany

Secretary:
Mladen Knežić, M.Sc.
Željko Ivanović, M.Sc.

Publisher:
Faculty of Electrical Engineering, University of Banja Luka, Bosnia and Herzegovina

Number of printed copies: 100
Strained Silicon Layer in CMOS Technology

Tatjana Pešić-Brđanin, Branko L. Dokić

Abstract—Semiconductor industry is currently facing with the fact that conventional submicron CMOS technology is approaching the end of their capabilities, at least when it comes to scaling the dimensions of the components. Therefore, much attention is paid to device technology that use new technological structures and new channel materials. Modern technological processes, which mainly include ultra high vacuum chemical vapor deposition, molecular beam epitaxy and metal-organic molecular vapor deposition, enable the obtaining of ultrathin, crystallographically almost perfect, strained layers of high purity. In this review paper we analyze the role that such layers have in modern CMOS technologies. It's given an overview of the characteristics of both strain techniques, global and local, with special emphasis on performance of NMOS biaxial strain and PMOS uniaxial strain. Due to the improved transport properties of strained layers, especially high mobility of charge carriers, the emphasis is on mechanisms to increase the charge mobility of strained silicon and germanium, in light of recent developments in CMOS technology.

Index Terms—Strained silicon layers, uniaxial strain, biaxial strain, CMOS technology.

I. INTRODUCTION

In the last 30 years, the primary characteristic of improving performance of CMOS technology has been scaling the dimensions of the components. Continuous reduction in size of devices and simultaneously increase of the size of chips has led to the production of highly complex integrated circuits with ultra large scale of integration. The realization of such complex high-speed integrated circuits is enabled by using CMOS technology with critical dimensions of components of a few nanometers. Numerous factors influence the increase of speed of MOS transistor operation; the most important is the time of the carriers transport through the channel under the gate, which can be reduced by shortening the gate length.

However, the other demands of designing integrated circuits with ultra large scale of integration, such as, for example, the increase in density on the chip and reducing the size of the chip, have led to the scaling of other transistor dimensions. Fig. 1 shows the trend of reducing the gate length that has led to the emergence of new technologies [1]. Reducing the gate length caused a simultaneous scaling of other technological parameters, in order to meet the required performances of integrated circuits regarding high speed and low power consumption, or the desired degree of integration. However, with recent CMOS technologies, in which the gate length is less than 90 nm, this performance improvement becomes more difficult due to physical limitations in miniaturization of MOS transistors.

Fig. 1. Technology and gate length evolution [1].

With the scaling dimensions, at the same time, new process technologies were developed, especially ultra high vacuum chemical vapor deposition (UHV-CVD), and molecular beam epitaxy (MBE), which enabled the obtaining of ultrathin, crystallographically almost perfect, strained layers of high purity. Due to the low temperature processes (<600 °C), diffusion of impurities is very weak. This allowed obtaining of super abrupt pn junctions with much greater difference in concentration of ingredients on both sides of the joint than in the case of other epitaxial growth techniques. Using the metal-organic CVD (MO-CVD) growth techniques, the
homogeneous and heterogeneous layers are created with controlled concentration and thickness up to 50 Å, while using the MBE technology obtained layers were even less than 10 Å of thickness [2]. With these new technological processes, and great progress in lithographic techniques, new structures of MOS transistors with ultrathin layers of germanium or SiGe alloys on silicon substrates were reached. Compared to conventional, these new structures are characterized, above all, with a significantly higher speed operation, as well as improved current-voltage performances. The operations of these transistors, however, are characterized by a number of new physical phenomena (quantum effects, transport across the heterojunction, ballistic transport, tunneling etc.), which must be taken into account in optimization of such structures and specifications of their electrical characteristics [3,4].

One of the new technological structures of MOS transistors, the structures with strained silicon in channel region, thanks to advances in the local strain technique, are used in CMOS technology (e.g., logic circuits in 90 nm CMOS technology) [5]. The increase of the carrier mobility, which is implemented by appropriate silicon strain, provides higher speed of the carriers, respectively higher current drive, under the same conditions of polarization and a fixed oxide thickness. On the other hand, it means that with the same current conditions in the channel, thicker oxides and/or lower voltages supply could be used, which leads to relaxation of compromise between the current, consumption and the effects of short channels. Therefore, the strain technique and a corresponding increase in carrier mobility are considered as factors required for future CMOS technologies [6,7].

This paper provides an overview of the principles and application techniques of strained layers, with special emphasis on the physical mechanisms to increase mobility due to strain, in modern and future CMOS technologies.

II. PHYSICAL MECHANISMS FOR MOBILITY ENHANCEMENT

One way to improve the performance of MOS transistor is the possibility to change the properties of materials. The property of silicon to exhibit modified characteristics of transport parameters while strained [8,9] is used for this purpose. Measurements which were performed on Hall structures in strained silicon layer at room temperature showed a large electron mobility, which in the case of the very low temperatures (0.4 K) reaches extremely high values, up to 500 000 cm²/Vs [10]. The increase in electron mobility in strained silicon layers is supported by theoretical studies [11,12].

A. Electron Mobility Enhancement

The silicon layer strainig is technologically commonly performed by the growth of silicon on the SiGe substrate. Fig. 2 schematically shows the crystal structure of the silicon and the relaxed layer of Si₁ₓGe₁₋ₓ. Since the lattice constant of Si₁ₓGe₁₋ₓ composition is higher than the silicon lattice constant in the balance state, the pseudomorph layer of silicon which has grown on the relaxed Si₁ₓGe₁₋ₓ layer (or virtual substrate) is under biaxial strain. The distance of silicon atoms assimilate to the higher atomic distance in the SiGe layer, thereby increasing the lattice constant of silicon aₜₐ₈ in the growing level. The lattice constant of the SiGe composition, and hence the strained silicon, is approximately a linear function of the germanium content (or the value of the x in the Si₁ₓGe₁₋ₓ composition). As the germanium lattice constant is about 4% higher than the lattice constant of silicon, it will, for example, Si₀₁₇₄Ge₀₈₂₅ virtual substrate cause an increase in lattice constants of strained silicon which has grown on the composite layer for approximately 1% [9].

Fig. 2. Schematic illustration of balance silicon structure in SiGe composition (a) and conduction zones of unstrained and strained silicon (b).

The strain leads to the shape degeneration of six equipotential valleys in conduction zone by reducing the value of the energy minimum in the two transverses (Δ₂), compared to the values of the energy minimum in four longitudinal directions (Δ₄) [13] (Fig. 2). The result is an effective anisotropy of the electron effective mass; transversal mass (m₄ = 0.19 m₀) appears, and it is smaller than the longitudinal mass (m₉ = 0.916 m₀). m₀ is the electron mass. Table 1 shows the values of the electron effective mass depending on the crystallographic planes and directions for silicon and germanium [14].

The difference of the effective mass causes different physical properties in Δ₂ and Δ₄ valleys. The conductive electron mass in parallel MOS interface is smaller in Δ₂ the plane than in the Δ₄ plane, and, therefore, the electron mobility is greater in the Δ₂ plane, than in the Δ₄ plane. Also, as the inverted layer thickness and the subzone energy are determined by effective mass in the direction normal to MOS interface, an inversion layer is thinner and the subbands energy is lower in Δ₂ plane, and so the effective mass is higher.
The effect of strain on the electron mobility can be reflected by changing the subbands energy, i.e. the energy levels in the conduction zone. The increase of the energy of the sublevels results in increased mobility through two mechanisms: increasing the average value of mobility in $\Delta_2$ plane due to a large number of electrons with higher mobility and modification of the bottom of the conduction band leads to a reduction of dissemination of holders on the phonons, which, in total, increases the electron mobility even when the electric field has low values [13].

Table I: Electron effective mass depending on the crystallographic planes and directions for silicon and germanium

<table>
<thead>
<tr>
<th>Plane</th>
<th>Channel direction</th>
<th>$m_x$</th>
<th>$m_y$</th>
<th>$m_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>(001)</td>
<td>0.19</td>
<td>0.19</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>(011)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silicon</td>
<td>(110)</td>
<td>0.19</td>
<td>0.553</td>
<td>0.315</td>
</tr>
<tr>
<td></td>
<td>(001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>0.553</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>(100)</td>
<td>(001)</td>
<td>0.153</td>
<td>0.153</td>
<td></td>
</tr>
<tr>
<td>Gearmanium</td>
<td>(011)</td>
<td>0.085</td>
<td>1.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>0.601</td>
<td>0.082</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>0.082</td>
<td>0.601</td>
<td></td>
</tr>
</tbody>
</table>

Unlike the conduction band, the structure of the valence band is similar for silicon and germanium. The energy minimum and maximum are located in the same crystallographic directions. Band structure of germanium is less anisotropic when compared to silicon, so its effective mass is lower. Germanium structure reacts to strain in a similar way as silicon structure, with improved response to the strain inversion.

There are several empirical phrases to assess the width modification of the band gap zone of strained silicon. For strained silicon, a narrowing of the band gap zone depending on the percentage of germanium in the relaxed Si$_{1-x}$Ge$_x$ layer can be calculated:

$$E_{gst} = E_g - 0.4 \cdot x \text{ (eV)}$$

(1)

where $E_g$ is the silicon bang gap energy, and $E_{gst}$ is the strained silicon bang gap energy.

Of particular importance is the electron mobility model which has to include the functional mobility dependence for strain, temperature, ingredients concentration in the channel and polarization. Fig. 3.a shows the experimental results for mobility enhancement factor, which is defined as the mobility ratio of strained and unstrained silicon. The findings for the two models of mobility, derived mainly from the theory of phonon diffusion, are also shown [3,15,16].

Figure 3.b shows the dependence of effective mobility on the effective electric field at a room temperature, with and without strain. It shows that the mobility enhancement factor is almost unchanged in a wide range of values for the external electric field.

### B. Hole Mobility Enhancement

Unlike the electron mobility enhancement, the physical mechanisms of change of the hole mobility in PMOS transistors due to strain have not been fully explained. Also, it has been shown that the effects of the uniaxial and biaxial strain on the hole mobility are completely different. With the biaxial strain, the hole mobility enhancement due to strain is a consequence of the decrease of the hole effective mass in the occupied zones of the valence zone, suppression of inter-subband scattering and increase of the availability of subbands with a smaller effective mass, i.e. higher mobility.

Figure 4.a shows the experimental results for hole mobility enhancement factors for biaxial strained PMOS transistor, and the results obtained by theoretical models. It can be noted that a large percentage of germanium significantly increase the hole mobility. The dependence of hole mobility enhancement factors on the effective electric field indicates to the fact that the maximum hole mobility enhancement factor is at a lower
values $E_{eff}$, Figure 4.b. As mobility at large values $E_{eff}$ is significant for most practical applications, it is necessary to use a biaxial strain silicon layers with a high content of germanium. Recent studies have shown that, when uniaxial compression along $\langle 110 \rangle$ PMOS channel direction is applied, the hole mobility enhancement factors is higher, even for less strain, and it does not decrease significantly with increasing values $E_{eff}$ [17-20].

By measuring the piezoresistivity at $\langle 100 \rangle$ surface of PMOS channel during uniaxial compression parallel to the channel direction and strain by stretching parallel to the channel width, the hole mobility enhancement has been shown. Fig. 5 shows these complex dependencies of hole mobility on strain for PMOS transistor. It can be seen that, for less strain, compression at $\langle 110 \rangle$ surface increases the hole mobility. Also, for higher strain, the hole mobility is increased by biaxial strain, as by compression, and stretching. It can be concluded that the uniaxial compression at $\langle 110 \rangle$ surface and biaxial stretching are the most effective in terms of increasing the hole mobility for PMOS transistors.

Fig. 5. Hole mobility enhancement factor for PMOS transistor with uniaxial compressive and biaxial tensile strain [23]. The value of $E_{eff}$ is taken to be $1 \text{ MVcm}^{-1}$.

III. MOS STRUCTURES WITH STRAINED LAYERS

The strain is widely accepted as a promising technique which improves CMOS performances through a significant increase of mobility, even from 90 nm CMOS technology. In recent years, substrate and/or process-induced strained channels are successfully integrated in MOS transistors, for the purpose of increasing the channel mobility. Technologically, so far, the biaxially strained layer showed the best results in the case of long channels transistor (over 100% improvement in mobility). However, the contact resistance of the source and drain, saturation velocity, self-heating of relaxation for strained layer complicate the improvement of performances in nano devices.

The advantage of the uniaxial strain access is that it is installed during production of CMOS circuits. However, the scalability and the geometrical dependence are the main problems. The lateral dimensions of the transistors affect the efficiency and strength of strain in the strained layer. It is shown that the process-induced strain layers increase the mobility of both types of carriers and the power drain in NMOS and PMOS transistors. The strain in the channel can be obtained through the individual process steps and the use of strained silicon substrate.

A. Global Strain Technology

The structure of MOS transistor with biaxially strained silicon layer, which has grown on a relaxed SiGe substrate, has been intensively explored in recent years. Also, there have been research on the structures with strained silicon layer on insulator (Strain-Si On Insulator - SSOI) [24], where strained/relaxed layers are formed on the buried oxide, and the structures where the strained silicon layer is directly linked to the buried oxide (Strain-Si Directly On Insulator - SSOI) [25]. Common structures and substrates using biaxial strained layers are shown in Fig. 6. The technology for production of
MOS transistor on substrates on which strained layers are formed is called a "Global strain technology".

As for MOS transistors using silicon substrates from the global strain technology, the research and development of optimized components are implemented on 45 nm and 32 nm CMOS technology. Many research groups have achieved an improvement of current activation in the range of 10-25% with a global strained silicon layer, and gate lengths smaller than 100 nm [25,26]. Also, there has been success in the design of CMOS circuits with gate lengths of 25 nm and the integration of strained silicon layers with gate oxides with high dielectric constant and a metal gate [27].

Main advantages of global strain technology are in obtaining uniformly strained layers with more strength and possibility of implementing standard CMOS process steps with minimal modifications. On the other hand, there are certain difficulties relating to the limited improvement of PMOS transistor performances with small and medium silicon strain, the occurrence of defects and dislocations at the boundary surfaces, increased production costs and an increase of current leakage at compounds. In transistors with ultra short gate lengths, special attention must be paid to the reduction of the parasitic resistance of the source and drain [3,25].

B. Local Strain Technology

In order to eliminate the limitations of the global strain technology, special attention is paid to the local introduction of structures and materials that will cause strain in the channel of MOS transistors. This process can be conducted in two ways:

- The source and drain of the transistor are formed by epitaxy growth of SiGe composition. These buried SiGe layers, which introduce uniaxial compression in the channel area, are applied in the case of PMOS transistors. Recently it has been shown that NMOS transistor with a layer that is strained by stretching, in which the source and drain formed by selective growth of SiC instead of SiGe, can be implemented (Fig. 7) [28].

- A thin layer of SiN can be applied on the MOS structure, which introduces strain in the channel. In many cases, the SiN layers with stretching are applied for NMOS transistor, while the SiN layers with compression are applied for PMOS transistor (Fig. 7) [29].

Beside the above mentioned methods, the strain can be also used for the other parts of the structure, such as, for example, the field insulation, the gate electrode, ... Since the mentioned methods are used in the production of logical LSI circuits for technologies less than 90 nm, the local strain technology has a growing practical importance in CMOS technology [5,30].

The basic advantages of the local strain technology are the possibility of using standard CMOS process with slight modifications and low cost, and acquiring the uniaxial strained PMOS transistors with excellent performance with relatively low strain. However, as in any strain technology, what presents a problem is the process of relaxation of strained layers, which occurs due to the advanced processes in a technological sequence or the component geometry, and a great attention is
devoted to this issue at a moment [3,30].

IV. INFLUENCE OF STRAIN ON ELECTRICAL CHARACTERISTICS

The content of germanium in the SiGe composition used for the source and drain can change the channel compression of 255 MPa to 1.8 GPa, which causes different levels of strain. Fig. 8 shows the output characteristics of PMOS transistor depending on the content of germanium in SiGe S/D pockets. The improvement of drain current with increase of the germanium share is noticeable.

It is particularly interesting to consider the electrical characteristics due to the combined strain, the uniaxial (process-induced) and biaxial (substrate-induced). The combined strain effects for SS NMOS with variable gate lengths (minimum 45 nm) are given in [31], and the performance improvement for more than 62% compared to the conventional NMOS has been shown. Figs 9 and 10 show the combined strain effects on the electrical characteristics of SS MOS.

V. CONCLUSION

Today, modern CMOS technologies cannot be imagined without the strained layers. These layers will, in the future, for the new CMOS technology nodes, have a much more important role, given the limitations of improvements in the standard CMOS technology and the requirements to maintain high current drive. This role imposes the need to develop methods that strain layers can make more compatible with other innovations that are introduced into the standard CMOS process, regardless of whether it is a new material (e.g. for gate of dielectrics), or new structures (i.e. multi-gate structures). Therefore, future research can move in two directions: the optimal design of strained structures and their implementation, on the one hand, and the robustness of the processes and structures to changing performance, with a high level of reliability, on the other hand.
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Study on a Composite Patch Antenna Based on Left Handed Material with Near Zero Index

Jijun Wang, Zhipan Zhu, Yanrong Zhang, Leilei Gong, Yuntuan Fang

Abstract—In this paper, a composite patch antenna based on left handed material (LHM) with near zero index (NZI) is presented. This composite patch antenna is designed by assembling split resonant rings (SRRs) and metal strips on the substrates. This multilayer composite structure results in a metamaterial with NZI near 13.89 GHz. A method of finite difference time domain (FDTD) is used. The results show that the composite antenna’s gain improves 0.61 times, and its bandwidth adds 2.95 times compared to the conventional antenna’s ones. The results indicate that this composite patch antenna system can reduce return loss of the antenna and increase the gain obviously.

Index Terms—Near zero index, LHM, Photonic crystals, Return loss, Gain.
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I. INTRODUCTION

In the recent years, metamaterials research has received growing attention due to their necessity in developing technologies. Both Left handed material (LHM) and near zero / zero index metamaterials (NZIM / ZIM) have become important, as they are needed for different applications. LHM is an artificially structured material with simultaneously negative permittivity and permeability. As early as 1968, Veselago first analyzed novel physical effects in LHM theoretically [1]. In 2000, the first artificial LHM was fabricated by Smith and his co-workers by combining SRRs and continuous wires [2]. NZIM/ZIM metamaterials are another important branch of metamaterials. According to Snell’s law, when the ray is incident from inside the NZIM / ZIM into free space, the angle of refraction will be close to zero, so the refracted rays will be normal to the interface. This property provides a unique method of controlling the direction of emission. In 2002, the group of Enoch experimentally demonstrated for the first time that energy radiated by a source embedded in a slab of ZIM will be concentrated in a narrow cone in the surrounding media, so a great improvement of directivity was potentially obtained [3], after which many groups have realized NZIM/ZIM metamaterials through experiments [4-5].

The concept of photonic crystals is first introduced by E. Yablonovitch [6] and S. John [7] in 1987. Photonic crystals are a periodic arrangement of dielectric materials. Their internal propagating characteristic of electromagnetic waves in the structure is similar to the propagating of the electrons in semiconductor crystals. If we consider the propagation of an electromagnetic wave in photonic crystals, under certain circumstances a “photonic band gap” can be opened up, and EM waves in the photonic band gap will be forbidden to propagate. Due to this property, the photonic crystals were already used in microwave circuits, antennas [8-9], etc.

In this paper, the FDTD method is employed to analyze a composite patch antenna based on LHM with NZI, and its performance parameters are attained by simulation. The refraction index of the medium is extracted from its S parameters in order to validate the structure. Then, the performance of the composite LHM patch antenna is analyzed by its performance parameters.

II. RESEARCHING METHOD OF THE PATCH ANTENNA

A. FDTD equations

To simulate patch antennas, we use the well-known FDTD method [10-12]. The FDTD method is proving useful in many antenna applications, because it facilitates modelling of complex structures and is capable of characterising antenna performance over a wide-frequency band. Maxwell equations can be transformed into scalar field model by calculating in rectangular coordinate system, and then numerical difference coefficient in the second rank precision is employed to replace differential quotient. The differential equations are made discrete in space-time using the method proposed by Yee, and the patch antenna is made meshed. We assume $\Delta x$, $\Delta y$ are space steps towards x, y direction, respectively, $\Delta t$ is time step, then we can get difference equations in scalar field model. In transverse electric (TE) mode, Maxwell equations can be transformed into FDTD equations in iteration formulation:
\begin{align}
E_{x}^{n+1}(i, j) &= E_{x}^{n}(i, j) + \frac{H_{z}^{n+1/2}(i, j + 1/2) - H_{z}^{n+1/2}(i, j - 1/2)}{\Delta y} \cdot \Delta t \\
E_{y}^{n+1}(i, j) &= E_{y}^{n}(i, j) + \frac{H_{z}^{n+1/2}(i + 1/2, j) - H_{z}^{n+1/2}(i - 1/2, j)}{\Delta x} \cdot \Delta y \\
E_{z}^{n+1}(i, j) &= E_{z}^{n}(i, j) + \frac{E_{x}^{n}(i + 1/2, j) - E_{x}^{n}(i - 1/2, j)}{\Delta x} \cdot \Delta t
\end{align}

(1)

(2)

(3)

Where, \( n \) refers to cell number, and \( i, j \) refer to two-dimensional coordinate. In order to ensure a steady iterative solution, \( \Delta x, \Delta y, \Delta t \) must be selected to meet the stability condition necessarily [13]:

\[
\Delta t \leq \frac{1}{c\sqrt{(\Delta x)^2 + (\Delta y)^2}}
\]

For the transverse magnetic (TM) mode, it can also get similar formula on \( H_{x}, H_{y}, E_{z} \).

In the calculation procedure, we used perfectly matched layer (PML) boundary conditions in the \( X, Y \) direction [12]. Taking the Gauss pulse as the excitation source for its smoothness in the time domain, and the bandwidth is easy to choose. The electric field \( E_{z} \) vector under the micro strip on the excitation plane is:

\[
E_{z}(t) = \exp\left[\frac{-(t-t_{0})^{2}}{T^2}\right]
\]

(5)

The parameters are: \( T = 40\Delta t, t_{0} = 110\Delta t \), where \( \Delta t, t_{0} \) and \( T \) are time increment step, time delay, and half-width Gauss pulse. Its frequency ranges from 0 to 14.99GHz. 4000 time steps are chosen. The active patch antenna structure is calculated by the FDTD numerical method [13].

B. Geometric model of the composite patch antenna

The geometry structure of the composite patch antenna based on LHM with NZI is shown in Fig. 1. There are four layer substrates, the first and the third layer of the substrate have the same thickness and relative permittivity, which are 0.6mm and 3.9, and the second and the fourth layer have the same thickness and relative permittivity, which are 0.4mm and 4.4. The SRRs and metal straps on every layer substrate have the same structure and sizes. The frame-shaped radiating patch composed of square frame-shaped patch and square patch is etched on the top of the first layer substrate. The second and the forth layer substrates have the same structure, which is shown in Fig. 2. Fig. 3 shows the top view of the third layer substrate. Fig. 4 shows the view of every layer structure combination. The conventional patch antenna is shown in Fig. 5, and the relative permittivity of substrate is 3.9. The frame-shaped radiating patch is etched on the top of the substrate. Geometrical dimensions of the composite patch antenna based on LHM with NZI and the conventional patch antenna in the below figures are: \( L_{1} = W_{1} = 44.6 \text{ mm}, D = 2 \text{ mm}, D_{1} = D_{3} = 0.6 \text{ mm}, D_{2} = D_{4} = 0.4 \text{ mm}, L_{2} = W_{2} = 36.6 \text{ mm}, T_{1} = 1 \text{ mm}, L_{3} = 1.8 \text{ mm}, W_{3} = 16 \text{ mm}, L_{4} = 13 \text{ mm}, W_{4} = 1 \text{ mm}, H = 30 \text{ mm}, T_{2} = 1 \text{ mm}, T_{3} = 0.6 \text{ mm}, T_{4} = 4 \text{ mm}, D_{5} = D_{6} = D_{7} = 3 \text{ mm}, a_{1} = b_{1} = a_{2} = b_{2} = 4.2 \text{ mm}, c_{1} = c_{2} = 3 \text{ mm}, c_{3} = c_{4} = c_{5} = c_{6} = c_{7} = c_{8} = 0.6 \text{ mm}. \)
standing wave ratio (VSWR) and gain are obtained, which are shown in Fig. 7, Fig.8 and Fig. 9.

The return loss (S_{11}) is shown in Fig. 7, the composite patch antenna based on LHM with NZI has a better return loss, that’s -26.14 dB at the frequency of 13.89 GHz. Compared to the conventional patch antenna, the loss is 5.47 dB lower than the conventional one which gets -20.67 dB at 13.88 GHz. The results show that the composite LHM with NZI can improve the antenna’s matching condition.

Narrow bandwidth is a major disadvantage of microstrip patch antenna. From Fig. 7, it is found that bandwidth of this composite antenna is 1.26 GHz at 13.89 GHz. 2.95 times is added compared to bandwidth of the conventional antenna 0.32 GHz at 13.88 GHz, showing that the bandwidth of composite patch antenna is enlarged obviously.

In the Fig. 8, this composite antenna’s VSWR is 1.1038, which is very close to the ideal condition 1.0. But for the conventional patch antenna, the VSWR is 1.2036, which is much larger than that for the LHM.

It can be seen from Fig. 9 that the conventional antenna’s maximum gain is 4.301 dB at 13.88 GHz, while the composite patch antenna’s one is 6.914 dB at 13.89 GHz, which adds 0.61 times compared to the conventional antenna’s one, and improves 2.613 dB. From Fig. 9, it is also found that the directivity of the composite patch antenna based on NZIM is effectively enhanced. The results indicate that the composite LHM with NZI can improve patch antennas’ gain obviously. The simulated results are listed in Table 1.

III. SIMULATION RESULTS AND ANALYSIS

The above composite patch antenna based on LHM with NZI and conventional patch antenna are analyzed by XFDTD, which is a three-dimensional full wave electromagnetic solver based on the FDTD method. In order to validate the structure, we can use the S parameters, including return loss (or: reflection coefficient) S_{11} and transmission coefficient S_{21} to extract the every layer structure's equivalent permittivity \( \varepsilon_r \) and permeability \( \mu_r \) by Nicolson Ross Weir (NRW) method [14-16]. The extracted results are shown in Fig.6. It can be seen that composite structure’s equivalent permittivity \( \varepsilon_r \) and equivalent permeability \( \mu_r \) are negative near 13.89 GHz.

According to \( \varepsilon_r, \mu_r, \) the refraction index \( n \) is calculated, and it is also negative and near zero, that is \( n \) (refraction index of the composite structure) = -0.12. These results show that the introduction of SRRs and metal straps to the patch antenna may result in negative refractive index with NZI. It indicates that the design of composite structure is feasible.

The property parameters of composite LHM patch antenna are analysed by compared to conventional patch antenna’s ones near 13.89 GHz. The corresponding return loss (S_{11}), voltage

Fig.4. A view of every layer structure combination.

Fig.5. A top view of conventional patch antenna.

![Fig.6. Equivalent permittivity \( \varepsilon_r \), permeability \( \mu_r \) and refraction index \( n \) of composite patch antenna based on LHM with NZI.](image)

![Fig.7. Return loss (S_{11}) of composite patch antenna based on LHM with NZI and conventional patch antenna.](image)

![Fig.8. Return loss (S_{11}) of composite patch antenna based on LHM with NZI and conventional patch antenna.](image)

![Fig.9. Return loss (S_{11}) of composite patch antenna based on LHM with NZI and conventional patch antenna.](image)
13.7GHz-14.0GHz, and presents lower return loss and higher gain. This is clear from the following theoretical point of view: the LHM can enhance the EM wave’s tunnel effect [14], and the boundary plane between the positive refraction and negative refraction dielectric accord with the surface wave of the EM wave’s tunnel traverse model [17]. These surface waves propagate through the boundary plane according to the evanescent waves’ coupling effect. The power density near the boundary plane increase rapidly [15], indicating that the equivalent negative refraction structures have the effect of amplifying evanescent waves, so the transmission of surface waves in these models can be enhanced obviously. The refraction index $n$ is negative and near zero. According to Snell’s law, when the EM wave is incident from inside the NZIM / ZIM into free space, the angle of refraction will be close to zero, the directivity of the antenna based on NZIM is effectively improved [12]. Such effects can enhance the antenna’s gain, and improve the system’s matching condition.

What’s more, periodically tactic SRRs is introduced based on photonic crystal structure, in the frequency range of the band gap, the spread of electromagnetic waves is hindered in some directions. Such photonic band gap effect could inhibit the surface wave spreading along the basement floor media preferably [8-9]. Therefore, the decrease in absorption of electromagnetic waves and increase in reflection of electromagnetic wave energy lead to reduce return loss of the antenna and increase the gain.

### IV. Conclusion

A composite patch antenna based on LHM with NZI is designed by assembling SRRs and metal strips on the substrates of conventional antennas. According to our simulation and analysis, we find that this composite patch antenna system can improve patch antenna’s property extremely. On the one hand, the electromagnetic wave resonance occurs near $f=13.89$GHz, and the equivalent permittivity and permeability of composite material are negative, and its refractive index is also negative and near zero. The electromagnetic wave’s tunnel effect and evanescent waves’ enhancing effect are formed, which can improve the localization extent of electromagnetic wave’s energy and enhance the gain apparently. In addition, the directivity of the composite antenna based on NZIM is effectively improved to enhance the antenna’s radiation gain. On the other hand, periodically tactic SRRs is introduced based on photonic crystal structure. Such photonic band gap effect could inhibit the surface wave spreading along the substrate.

### Table I

<table>
<thead>
<tr>
<th>Parameters of Antennas with and without LHM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Resonant frequency (GHz)</strong></td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>composite patch antenna</td>
</tr>
<tr>
<td>conventional patch antenna</td>
</tr>
</tbody>
</table>

Fig. 8. VSWR of composite patch antenna based on LHM with NZI and conventional patch antenna.

Fig. 9. Gain of: (a) composite patch antenna based on LHM with NZI and (b) conventional patch antenna.

It can be easily found that the composite patch antenna based on LHM with NZI has negative equivalent permittivity $\varepsilon_r$ and negative equivalent permeability $\mu_r$, and the refraction index $n$ is also negative and near zero in
preferably, which will reduce the absorption of electromagnetic wave and increase the reflection of electromagnetic wave energy to the free space. In this case, this composite patch antenna presents lower return loss, higher gain and wider band. Due to these advantages, the use of this composite patch antenna can be extended to mobile communication, satellite communication, aviation, etc.

REFERENCES

New Blood Level Measurement System in Blood Separating Machine

Miloš Petković, Miroslav Božić, Dragiša Popović, Darko Todorović, and Goran S. Đorđević

Abstract—Standard versions of blood separators typically use medium-price color sensors for a detection of a boundary level between red blood cells and plasma, at the last gate – at hose clamps. Discrete number of sensors is related to a number of significant levels to be detected thus making blood separation potentially faulty and unreliable. Our target was to make flexible, low cost replacement for level detection system that can be easily integrated into the existing product. We came up with an image processing solution that uses USB web-camera, ARM based off-the-shelf board – BeagleBone black and free OpenCV library. Flexibility is held in much higher, selectable number of levels, freely positioned USB camera and brand-free independent processing platform, as well as semi-automatic calibration system. By adding minimum additional electronics, we managed to integrate our solution into existing Blood processing machine. In conclusion, we added a new value to the machine at lower cost in production, increasing measurement frequency and resolution needed for improvement of blood separation process. Next step is to try to use two USB cameras on a custom-made board, for simultaneous level detection on two-channel blood separator, bringing the system integration to the higher level.
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I. INTRODUCTION

Blood separation machines are used for separating red blood cells from plasma. The centrifuged bag of blood is inserted into machine where it is being squeezed. The bag content is drained away through two separate tubes, one on the top and one on the bottom of the bag. Red blood cells are settled at the lower half of the bag after centrifuging. When the bag is squeezed they flow through bottom tubing into another bag. Similarly, lighter plasma flows through top tubing into third bag. This method is so called top-bottom and it is common for this type of bags, with top and bottom tube openings. There are other methods for extraction that use different types of bags, with different location of draining tube openings. In order for this particular, top-bottom, method to be efficient it is important to maintain flows through top and bottom tubes equal. Plasma is not only lighter it is more fluent than red blood cells. This means that unregulated draining will cause all of the plasma to leave the bag before the red cells. If this happens, a lot of the remaining content will be trapped. That is why a constant tracking of ratio between those two liquids is needed. When the balance is lost, a clamp stops the flow of less dominating fluid. The more dominant fluid continues to run, eventually returning the balance. When balance is set again, the clamp is opened.

The ratio between plasma and red cells can easily be tracked visually. There is significant difference between them both in transparency and color. A distinctive boundary level can be seen in the centrifuged bag. Blood separators, currently available on the market, typically use medium price color sensors to detect whether red cells reached some level. This means that there must be as many sensors as there are significant levels to detect. Usually, it is eight. The total cost of this solution gets even higher if maintenance is considered. Specifically, additional drawback that comes with these sensors is periodic calibration. Increased number of sensors, due to number of levels, automatically means longer maintenance time, as well. This increases maintenance fees as well as loss of profit during halt in machine usage.

The high price, the need for calibration and somewhat longer maintenance time lead us into search for better solution.

II. IMAGE BASED LEVEL DETECTION METHOD

We browsed the Internet for existing solutions for blood level detection in blood separators. We found no papers written on particular subject. Most blood separator manufacturers are not sharing design details of their products.
Also no particular patents were found on online patent sharing sites. However, we found quite a bundle of papers for liquid level detection in other applications, as well as some commercial sensors. There are several companies that make industrial liquid level measuring sensors, based on optical technologies. Whether they use laser reflection or some other CCD camera method, they are made for industrial purposes and harsh operating conditions. E.g. for casting industry where temperatures rise up to 2000°C, on the contrary, room conditions where blood separators work are quite regulated, due to conventions for good blood preservation. Stated make industrial, off-the-shelf sensors quite expensive and thus in conflict with design goals. Other inconvenience with most of liquid level detection sensors is that they are mostly used for detecting levels in tanks, not small, flexible containers like blood bags. This primarily means that sensor is placed on top of rigid container and use some sort of contactless distance measuring. Without emphasizing any particular solution we will reference following [1-6]. In [1-4] they are using optical methods with camera to measure level in tanks. Although not quite same as what we did, our solution could be described as their mixture, as it uses similar concepts. [5] and [6] are referring to liquid level check in bottles. Although they concentrate on smaller liquid level variation and detection of badly filled bottles they concern with methods that are of interest for our solution. [5] gives quite nice comparison of different image processing methods and their accuracy. However none of the work of others, that we have found, was done for liquids in bags.

The solution that we came up with is image processing based as well. The basic idea is to take video of blood bag, during the separation process, with commercial USB camera, and then do image processing, on some mini PC board, in order to determine boundary level. The camera itself would be placed inside the machine, facing toward already existing small window on the side of machine. The current purpose of this narrow window is to make visual contact between color sensors and the bag. When the sensors are removed there is quite enough space for camera to be placed. Furthermore, body of machine is quite deep, without any parts in the window region. So the camera can be placed far enough from the window to capture it wholly. The decrease in needed distance is also due to wide viewing angles of web cameras. However we used this extra space to leave possibility of slight misalignment between camera focal point and center of the window. So the camera image is set to capture quite an area around the window. This surrounding area appears mostly black, since very little light breaks into machine. This creates quite good contrast between region of interest, which is the window, and the rest of image. After all initial feasibility checkups of the use of a generic web camera gave positive feedback, we went on with image processing algorithm and processing platform selection.

We considered it convenient to use some off the shelf mini PC platform for image processing. Mini PC platforms offer possibility of programming with higher abstraction languages and easier code portability. They are also available in quite a number in terms of processing power and other features. We chose ARM based board - BeagleBone Black [7]. Primarily cause it was already at our disposal. Another reason is that there is additional plug-in board (cape) with good video camera, particularly for this mini PC. Later performance comparison of this camera cape and a USB camera showed no significant difference. Since latter is much cheaper, but equally suitable, we based rest of the research and the solution on it.

The goal for image processing software was to be as portable as possible. We decided that OpenCV library is therefore a good choice [8, 9]. It is a free library that contains a lot of implemented image processing algorithms, and thus reduces design time. It is highly portable. It offers initial development and testing of image processing algorithm to be done on PC, which is faster than on some mini PC. Latter, only simple code recompiling is needed for it to run on other platforms like Beagle Bone Black (BBB). As source code of library is available, it can be made, with more or less effort, compatible with any platform. However, already compiled shared library versions are available for most known mini PC platforms. Luckily BBB is one of them, which saved us some time. Shared libraries are even installed on official OS. It is Angstrom (Ångström) version of Linux. There are other OS available, like Ubuntu or Android, but we chose to keep using the initial one, which is farkinly pre stored on BBB on-board flash memory. We would like to point out that previously mentioned camera cape requires some of processor pins otherwise used for communications with flash memory. Therefore, when camera cape is used, OS should be put on and then loaded from external micro SD card. Although we used official release of Angstrom for SD card, we have noticed, during camera cape testing, that it is less stable than the flashed one. This inconvenience, altogether with already stated in previous paragraph, put us off the camera cape use.

A. Image processing

As mentioned before, our region of interest (ROI) is the narrow vertical window on the bag side of a blood separator. Since both the camera and the window are stationary to each other during machine run, we decided to use static approach to extraction of ROI. In other words, ROI always has the same position in acquired image. So there is no need to constantly run ROI finding algorithms during separation process. This greatly reduces necessary processing power of underlying hardware. Opposed to that, higher number of processed video frames, or lower response time, can be achieved.

Every time blood separator is started ROI coordinates, in terms of image coordinating system, are found. This way we wanted to ensure that possible slight movements of camera do not reduce measurement accuracy. Potential cause of camera twitch could be for example rougher machine handling during transportation. At least, our initial shoddy camera holder was susceptible to this. It was replaced later on with better one, but we kept on startup ROI initialization as security measure.
Anyhow, extraction of ROI coordinates should be fast and solid. Although there is high contrast between window and surrounding, we noticed its fluctuations on window boundaries. As said before, very small amount of light enters the machine. However, above the window there is a strain gauge mass measuring sensor, which aluminum body reflects and scatters light. So, upper side of the window appears pretty irregular. Other sides also shimmer a bit, from time to time. We decided that it is best to add fixed frame with four corner LEDs onto the window. They are solid markers for rectangular ROI determination. This solution is less ambient lighting dependent and thus less error prone. LEDs are the brightest objects on the image and therefore easily extracted, as it can be seen in Fig. 1. If any additional bright enough sources appear, they can be discarded by taking into consideration positional relation of the LEDs to each other. This makes calibration absolutely accurate.

In order to extract the LEDs position from image, the following procedure was used. Camera parameters are firstly set to low exposure and high contrast. Then an image is acquired. In the next step, erode, dilate and blur functions are used to eliminate noise and light dots from grabbed image. This filtering leaves all-black image with four white circles. At the end, we used Hough Circle Transform [10] to detect position of white circles. Unfortunately we had to change this algorithm a bit. The USB web camera, that we used, has some auto white balancing option that we couldn’t disable. This means that although very low exposure was set, the camera itself brightens the image, so it looked like in Fig. 1. Note that image is rotated for 90 degrees counterclockwise. The window itself is vertical, but the camera is in portrait position. It was set this way in order to match window elongated height with width of 16:9 resolution camera. During development we rotated image back to vertical position. Later on we left this code out in order to avoid unnecessary loss of time. If image from Fig. 1 were submitted to previously described algorithm, more than 4 white circles would remain in the image. This means that selection of circles would have to follow. We thought that this will increase ROI initialization time and went with different approach. After adjustment of camera parameters, a frame with all LEDs powered off is taken. Then another frame is grabbed after the LEDs are light. Difference between two frames is found, which leaves very few artifacts for removal. After filtering, that is same as in originally planned algorithm; image looks like in Fig. 2. It is further processed with Hough Circle Transform in order to find coordinates of white circle centers. It should be stated that OpenCV functions were used for all mentioned steps like erode, dilate, Hough circle transformation, etc. The last numbered function, returns both center coordinates and diameter of recognized circles. How precise this information is, can be seen in Fig 3. Black dots with coordinates of LED circles were overplayed over image from Fig. 2. It can be noticed that they match the centers of LED circles with quite an accuracy. The rest of white circles are covered with empty black-line circles. They have same diameters as the ones of...
LED circles approximated by the function. This information was used just for the purpose of evaluation of quality of image filtering and precision of OpenCV functions.

After window coordinates are known, other pre-processing transformations can be applied. We used only rectification, as we believed it improves accuracy of the system. Finally, ROI can be extracted for further processing by a boundary level detection algorithm.

ROI is extracted from camera image while settings are close to default ones, typically used with normal ambient light. We lowered brightness only a little. Since center of LEDs are slightly away of the window corners, we have reduced ROI width for arbitrary number of pixels. This doesn’t affect measurement accuracy. We don’t need all the pixels from the window’s width to determine boundary line, as it will be described later in more details.

Image of real ROI can be seen on the right in Fig. 4. Ignore the solid horizontal full and half line, for now, as they were overplayed in post processing. The lower portion is red as transparent red foil was placed over outer side of the window. The upper part is partial view of our laboratory. It is blurred by semitransparent blood bag that was also placed at exterior side of the window. During development, and later on during testing, this setup was used as a replacement for real bag with blood. We considered it as quite a good substitute. It should be noted that this image was acquired on PC. From within the code, a real time stream of ROI was being shown on monitor. This is something that is not possible to achieve only with OpenCV functions on BBB. There seems to be lack of their proper implementation for this platform. The image was saved via snapshot tool from within Windows. It is also pre-rotated in oppose to Fig. 1.-3.

First step in level detection is to find all pixels in ROI that belong to red blood cells part. Since it appear as the reddest part in the image, only single threshold level needs to be determined. All pixels that are red above this level are considered to belong to red blood cells portion. After threshold was experimentally determined, OpenCV function “threshold” was used to extract these pixels. The result is shown on the left in Fig. 4. All pixels that are considered red as red blood cells are shown as white. Others are black. Due to lighting conditions, there can appear some black pixels in white region. We used erode function to remove those rouge black pixels.

Next step is boundary level search itself. It is determined according to the average value of horizontal lines. Rapid change in these average values is a good descriptor of the boundary line. Initially, we calculated average value of entire row. However, we noticed that boundary line was slightly curved at the edges of ROI. Filters and image preprocessing that we used cause curvature. In order to exclude this source of error, we reduce average pixel calculation to middle 60 pixels, thus excluding pixels at window edges. However, later on, results showed that there is no significant increase in accuracy. This ROI reduction also reduces the processing time. Finally, rapid change in these average values is searched in order to determine exact boundary level location within the window. Again, there is quite distinctive difference in plasma and red cells color.

After boundary level was found for image on the left, it was displayed as overplayed gray line over original ROI image in Fig 4. It could be seen that it is determined with solid accuracy. The thin black line, which appears above gray line, comes from boundary line blurred reflection. In other words, no web camera is able to show edge line with ideal contrast. So edge lines will always appear as blurred transitions from one value to another. So we take middle of the edge as an actual boundary. The other overplayed half lines designate current position of color sensors. We draw them just to show how big the increase in resolution can be achieved with our method.

We are able to determine boundary level position virtually within accuracy level of about one image line. This is much
higher resolution than with color sensors. However, since our system is to be integrated into existing machines, level conversion is needed. Output from our system is at end with eight significant levels.

B. Software implementation

As previously said, OpenCV library is used for image processing. In particular for fetching camera frames, setting camera parameters, image rotation and rectification, circle (LED) position extraction, inverting image color and detecting blood level. All image-processing code is divided into two functions. One is initialization and calibration function. This function is called once on every machine start up. It accepts as input a mode constant. If it is called in service mode then a checking of ROI is performed. In other words, when camera is initially inserted it needs to be faced properly toward window. All four corner diodes must be visible in image. If any of 4 LEDs is not visible due to camera-window misalignment, function will signal this through second argument. In reality, this information is communicated back to camera installer through four LEDs on accompanying board to BBB. Distinctive relation is made between visibility of corner LEDs and displaying LEDs on board. If one corner LED is out of image then corresponding board LED is not shining. When all four board LEDs are turned on then camera is correctly in place and service mode can be exited. When the same function is executed in calibration mode, ROI coordinates are being calculated as previously described. Also, significant middle and other levels are determined, as well as other pre-processing parameters. Separate image processing function takes frame, applies preprocessing like ROI extraction and rectification, and searches for boundary level as mentioned. Function returns detected level.

Other part of software is initialization and communication code. At startup it initialize BBB used peripherals. Altogether, 7 GPIOs and one UART are used. One GPIO is used as input and others as output. Input pin is connected to pull down pushbutton and is used at machine startup to make program run in service mode. If pushbutton is pressed during software initialization phase then service mode is activated. Otherwise it is not checked. So initialization function reads state of input pin only once at beginning. As previously said 4 outputs are used for driving signaling LEDs on accompanying board. The same outputs are used later for signaling level to control part of machine. One output is used to drive latch enable on those 4 outputs. Latch is inserted between BBB and machine control part in order to prevent false code readouts during level change. Last output is used for controlling window LEDs. They are on only during service mode and calibration. Last peripheral, UART, is used for communication with blood separator control unit. A RS232 to RS485 converter IC is used to interface these two. BBB UART RTS pin is inverted and used as input to IC control pin for direction switching. IC is placed on accompanying board. This board contains all numbered additional electronics. It was designed as plugin board for BBB. If all peripherals are successfully initialized two main threads are created. Otherwise, error code is displayed on the 4 LEDs. Error codes, as well as status and other important info are being constantly sent to BBB UART 0. It is BBB default stream, and used normally for debugging. We used it for this purpose as well.

The main program basically consists of two threads. One thread is image processing thread. It is infinite loop that calls the image processing function that returns level. The following thread code stores returned value into global level variable and call digital output refresh thread. Digital output refresh thread has short life cycle. It just refreshes state of 4 output pins and dies.

Second main thread is communication thread. It is plain infinite loop that listens for any incoming data from the RS 485 communication conversion IC. When it receives message that is with address of level detection system, it process it and responds. Basically there are two types of message. One is address setup message, and other is level query message. We implemented this according to current machine control unit protocol. Protocol itself allowed us to send 3 bytes of arbitrary data. It was quite sufficient. We used one byte for level, one for system status and third one for error codes.

Whole program was written in C++. Image processing code was developed and tested initially on desktop PC. It was afterwards recompiled and linked with OpenCV libs that were already on BBB Angstrom distribution. We found that these libraries do not support some OpenCV functions, like viewing camera stream in live desktop window. Those functions are primarily important for image processing algorithm development. So, desktop PC was necessary for development of image processing part of code. Rest of program code development was done on desktop PC, but with cross-compiling and remote testing. In other words, code was written in Eclipse IDE with cross-compiler and remote system plugin. When code was compiled it was run directly and debugged remotely on the BBB. Remote debugging did not go that smoothly. It failed from time to time for some reasons.

III. Testing

System evaluation with real blood has too high price tag for primary testing. It’s not just the price of the blood and their somewhat unethical accidental wasting. The blood needs to be kept and handled in a special way. It decays after prolonged exposure to ambient conditions. It would also be needed to re-centrifuge once used blood bag. Due to lack of funding, proper storage and processing machines, we tested our system using red foil placed over bag filled with water. On image, they looked similar enough. At worst case, the system would require only minor reconfiguring before being fully operational. This primarily means setting some new value for the threshold level of the red color detection code.

Test showed that level detection works pretty well even with just room lighting. Nevertheless, we still implemented separate light source control. As far as time is concerned, it takes about 230ms to process small 360p image.
resolution picture, 720p, it even takes 1.2s. The source of long processing time is image rectification. It requires approx. 200ms for 360p image. This was unacceptable and we were forced to remove it. However this only impacts, negatively, cases where camera is highly misaligned with side window. Such circumstances can easily be avoided if fixed camera holders are used, that align window and camera. That way less powerful processing platforms like BBB will suffice.

After rectification removal, processing time was approximately 30ms for 360p frame. For 720p resolution it got up to 70ms. This is still less than 0.1s what was the upper limit set by blood separator manufacturer.

The time itself was measured by comparing BBB system time before call of the image processing function and after it returned detected level. Other part of code took no significant time consumption in overall system cycle.

It is worth noting that processing time could be even faster if direct frame grabbing from camera was done. We had another bad experience with OpenCV and BBB. During initial feasibility check OpenCV was communicating with web camera properly. However after overall code porting and system integration, we suddenly came across their incompatibility. E.g. frames could not be grabbed and some camera settings were inaccessible. Because of that and lack of time we had to perform a quick fix. We managed to set camera properties by executing shell commands, from code, that invoked Linux default driver. In other words, our program calls system program that sends commands to default driver. This can be avoided by using system library for direct communication with default camera driver. This would reduce code flexibility to Linux systems only. However most of mini PC platforms are Linux based anyway. In similar manner we managed camera frame grabbing, too. One possible reason for later inoperability between OpenCV and BBB could be driver update. Also recompiling of the library for BBB could solve the problem. However at the time of testing we had no time to determine the correct cause and the later solution worked.

IV. CONCLUSION

We managed to implement image processing level detection system in blood separation machine. It well surpassed requirements set by blood separators manufacturer. In other words, we accomplished level detection at more than 10 times per second, which is more than enough for the process.

Apart from reducing the system costs, by replacing discrete color sensors, we managed higher detection precision. Near the fairy end of bag squeezing, color of the part with red blood cells tends to lose its strong red color. It becomes somewhat pale. When this happens, color sensors with fix threshold, detects it as plasma instead as red cells. Since process is ended much earlier, approximately 60g of content is left in the bag. Although remaining content is being collected and re-separated, some blood processing companies sees this as great waste. They buy exclusively systems that generate below 30g of remnant. Our solution doesn’t necessarily use fix threshold. We believe that, with proper tuning, it can be made to detect proper boundary level in both cases. In order to accomplish such feats, we would need to get into second, more expensive, phase of testing. This would require use of the real blood.

Another development step is to try to use two USB cameras on a custom-made board, for simultaneous level detection on two channel blood separator. This would bring the system integration to the higher level.

After feedback from manufacturer about our system, we concluded that it would be a really good idea to make a black box shielding. It should guard the conical region between the camera and the window, at least. There are various reasons for this. It would prevent manufacturers to block this empty space with some other inner component, or prevent a loose wire to accidentally do the same. Black non glossy shielding would ensure better image contrast. Currently, contrast is reduced when the machine side is dismantled. Maintenance personnel would like to be able to run the machine in this state during troubleshooting and testing. At present state of our system integration, this would enable ambient light to reflect from various inner components into camera area and possibly cause false reading. At last, integration of our system under one case would make it truly the component for boundary level measuring for blood separating machines.

Finally, we are still determined to improve our algorithm. We removed rectification to achieve shorter processing time, but at the cost of flexibility and self-calibration. It is desirable to keep these two characteristics and we already have a few ideas of achieving them. However, our solution is still quite unique, there are no similar for particular purpose, as far as we know, and it beats currently used design in both performance and price.
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Abstract—This paper proposes a new single resistance controlled sinusoidal oscillator (SRCO) which employs only one voltage differencing current conveyor (VDCC), two grounded resistors and two grounded capacitors. The presented circuit configuration offers the following advantageous features (i) explicit current-mode output with independent control of condition of oscillation (CO) and frequency of oscillation (FO) (ii) low active and passive sensitivities and (iii) a very good frequency stability. The proposed structure can also be configured as (a) trans-admittance low pass filter and band pass filter and (b) quadrature oscillator. The validity of the proposed SRCO, quadrature oscillator and trans-admittance low pass filter and band pass filter has been verified by PSPICE simulations using TSMC CMOS 0.18μm process model parameters.
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I. INTRODUCTION

Recently, attention is being given to single active element/active building block (ABB) based SRCOs [1]-[12] and in particular explicit current-mode (CM) SRCOs [13]-[18] and the references cited therein. The use of single ABB has the advantageous features like small chip area, low power dissipation and manufacturing cost as compared to two or more Abb. The CM operation has received much attention over voltage-mode (VM) operation due to its wider bandwidth and high linearity [19]. The usefulness of explicit CM SRCO is well defined in [20]. The VDCC provides electronically tunable transconductance gain in addition to transferring both current and voltage in its relevant terminals [21]. The application of VDCC as positive/ negative lossy/ lossless grounded inductance simulation circuits and a floating inductance simulation circuit using single VDCC have been described in [22]-[23]. Therefore, the purpose of this article is to present a new explicit CM SRCO, quadrature oscillator and trans-admittance low pass filter and band pass filter using single VDCC and with bare minimum passive components. The performance of the various modes both in time-domain and frequency-domain has been verified by PSPICE simulation.

The paper is organized as follows: Proposed circuit is described in section 2. Section 3 includes non ideal analysis and sensitivity performance of the circuit. Frequency stability of the proposed circuit is presented in section 4. Sections 5 and 6 represent the simulation results and conclusion of the paper.

II. PROPOSED CIRCUIT CONFIGURATION

The symbolic notation of recently proposed six-terminals active building block namely, VDCC is shown in Fig. 1, where P and N are input terminals and Z, X, WP and WN are output terminals. All terminals of VDCC exhibit high impedance, except the X terminal [22]. The ideal terminal characteristics of VDCC can be defined by the hybrid matrix as given by equation (1). The proposed configuration is shown in Fig. 2

![Fig. 1. The symbolic notation of VDCC.](image-url)

\[
\begin{bmatrix}
I_S \\
I_P \\
I_Z \\
V_X \\
I_{W_P} \\
I_{W_N}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0 & V_P \\
0 & 0 & 0 & 0 & V_N \\
g_m & -g_m & 0 & 0 & V_Z \\
0 & 0 & 1 & 0 & V_X \\
0 & 0 & 0 & 1 & I_X \\
0 & 0 & 0 & -1 & I_{W_P} \\
0 & 0 & 0 & 0 & I_{W_N}
\end{bmatrix}
\] (1)
The proposed circuit topology.

The characteristic equation of the proposed SRCO as shown in Fig. 2, can be derived using routine circuit analysis as:

\[ s^2 + s \left( \frac{1}{C_1 R_1} - g_m \right) + \frac{g_m}{R_2 C_1 C_2} = 0 \]  
(2)

Thus, from equation (2), it is clear that the CO and FO are obtained as:

\[ \left( \frac{1}{R_1} - g_m \right) \leq 0 \]  
(3)

and

\[ \omega_0 = \sqrt{\frac{g_m}{R_2 C_1 C_2}} \]  
(4)

From equations (3) and (4), CO can be established by \( R_1 \) and FO is controlled by \( R_2 \). Hence, both CO and FO are independently controllable.

With the feedback link broken at node ‘1’ and considering the ‘P’ terminal of VDCC as the input, the two open loop transfer functions realized by the proposed circuit are given by:

\[ \frac{I_{o_1}}{V_{in}} = \frac{s \left( \frac{C_2 g_m}{R_2} \right)}{s^2 + s \left( \frac{1}{R_1 R_2} \right) + \frac{g_m}{R_2 C_1 C_2}} \]  
(5)

\[ \frac{I_{o_4}}{V_{in}} = \frac{s^2 g_m}{s^2 + s \left( \frac{1}{R_1 R_2} \right) + \frac{g_m}{R_2 C_1 C_2}} \]  
(6)

Thus, in this mode, the same configuration can also be used to realize trans-admittance band pass and high pass filters simultaneously. From equations (5) and (6), the natural frequency (\( \omega_0 \)) and bandwidth (BW) are given by

\[ \omega_0 = \sqrt{\frac{g_m}{R_2 C_1 C_2}} \]  
(7)

\[ BW = \frac{1}{R_1 C_1} \]  
(8)

Thus, it is seen that CO and BW are independently tunable.

In the third mode of operation, the various current transfer functions obtained from Fig. 2 are:

\[ \frac{I_{o_1}(s)}{I_{o_4}(s)} = -\frac{1}{sR_2 C_1} \]  
(9)

\[ \frac{I_{o_2}(s)}{I_{o_4}(s)} = \frac{1}{sR_2 C_1} \]  
(10)

\[ \frac{I_{o_3}(s)}{I_{o_4}(s)} = \frac{1}{sR_2 C_1} \]  
(11)

\[ \frac{I_{o_5}(s)}{I_{o_4}(s)} = \frac{1}{sR_2 C_1} \]  
(12)

For sinusoidal steady state, Equations (9), (10), (11) and (12) become

\[ \frac{I_{o_1}(j \omega)}{I_{o_4}(j \omega)} = \frac{1}{\omega R_2 C_1} e^{j90^\circ} \]  
(13)

\[ \frac{I_{o_2}(j \omega)}{I_{o_4}(j \omega)} = \frac{1}{\omega R_2 C_1} e^{-j90^\circ} \]  
(14)

\[ \frac{I_{o_3}(j \omega)}{I_{o_4}(j \omega)} = \frac{1}{\omega R_2 C_1} e^{-j90^\circ} \]  
(15)

\[ \frac{I_{o_5}(j \omega)}{I_{o_4}(j \omega)} = \frac{1}{\omega R_2 C_1} e^{-j90^\circ} \]  
(16)

Thus, the phase difference between (\( i_{o_1} \) and \( i_{o_2} \)) is 90\(^\circ\) and between (\( i_{o_3} \) and \( i_{o_4} \)), (\( i_{o_3} \) and \( i_{o_4} \)) and (\( i_{o_5} \) and \( i_{o_4} \)) are in the quadrature form. Thus, in this mode of operation, the circuit works as quadrature oscillator.

### III. Non–Ideal Performance and Sensitivity Analysis

Considering the various parasitics of VDCC i.e. the X-terminal impedance consisting of a resistance\( R_x \) in series with inductance \( L_x \), the impedance at the W\(_F\)-terminal consisting of a resistance \( R_p \) in parallel with capacitance \( C_p \), the impedance at the W\(_N\)-terminal consisting of a resistance \( R_n \) in parallel with capacitance \( C_n \) and the impedance at the Z-terminal consisting of a resistance \( R_z \), the FO and CO for the circuit shown in Fig. 2 are given as:
\[ \omega_i = \frac{R_i R_x + R_x R_y + R_y R_z + R_y R_x R_z - R_y g_y - R_y g_y + R_y g_y}{C.C.R_i(R_x + R_y) + C.C.R_i(R_y + R_z) + C.L(1 + \frac{R_y}{R_y} - R_y g_y) + C.L(1 + \frac{R_y}{R_y}) + R_x L_R_i - C.L.R_i R_y - C.L.R_y R_i} \]  

and CO:

\[ \begin{bmatrix} L_x[R_y \{C \cdot R_x + C \cdot R_y + C \cdot R_z\} - R_y R_x, R_y R_z, R_y R_z] \\ C_i \left(\frac{L_x}{R_x} + R_x + R_y R_z, R_y R_z, R_y R_z, R_y R_z + R_y R_z \right) \end{bmatrix} \leq 0 \]  

The sensitivities of \( \omega_i \) with respect to active and passive components are given as:

\[ S_{\omega_i}^{\alpha_R} = \frac{\frac{2}{R_x} R_y g_y L \left( C_x + C_y \right) + g_y L \left( C_x + C_y \right) - C_y L \left( C_x + C_y \right) + C_y L \left( C_x + C_y \right)}{R_x} \]

\[ S_{\omega_i}^{\alpha_R} = \left[ \frac{1}{R_x} + \frac{R_y}{R_x} - \frac{R_y g_y}{R_x} \right] Z - \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} - \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} - C_y C_x R_y^2 g_y - C_y C_x g_y \]

\[ S_{\omega_i}^{\alpha_R} = \frac{C_y R_y \left( R_x + R_y \right) + C_y L \frac{R_y}{R_x}}{R_x} \]

\[ S_{\omega_i}^{\alpha_R} = \frac{C_y R_y \left( R_x + R_y \right) + C_y L \frac{R_y}{R_x}}{R_x} \]

\[ S_{\omega_i}^{\alpha_R} = \left[ \frac{1}{R_x} + \frac{R_y}{R_x} + \frac{R_y g_y}{R_x} \right] Z + \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} + \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} - C_y C_x R_y^2 g_y - C_y C_x g_y \]

\[ S_{\omega_i}^{\alpha_R} = \frac{C_y R_y \left( R_x + R_y \right) + C_y L \frac{R_y}{R_x}}{R_x} \]

\[ S_{\omega_i}^{\alpha_R} = \left[ \frac{1}{R_x} + \frac{R_y}{R_x} - \frac{R_y g_y}{R_x} \right] Z + \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} + \frac{2 C_y C_x R_y^2 R_y g_y}{R_x} - C_y C_x R_y^2 g_y - C_y C_x g_y \]

\[ S_{\omega_i}^{\alpha_R} = \frac{C_y R_y \left( R_x + R_y \right) + C_y L \frac{R_y}{R_x}}{R_x} \]
Taking \( C_1 = C_2 = 0.01 \text{nF}, C_p = C_n = 0, R_x = R_p = R_n = \infty, R_s = 0, L_x = 0, R_1 = 3.675 \text{k}\Omega \) and \( R_2 = 10 \text{k} \Omega \), these sensitivities are found to be \((0, -1/2, 0, 0, -1/2, -1/2, 0, 1/2)\) for equations (19). Thus, all the passive and active sensitivities of natural frequency (\( \omega_0 \)) are low.

IV. FREQUENCY STABILITY

Using the definition of the frequency stability factor \( S^f \) as given in [4] \( S^f = \left(\frac{d\varphi(u)}{du}\right)_{u=1} \) (where \( u = \frac{\omega}{\omega_0} \) is the normalized frequency and \( \varphi(u) \) represents the phase of the open-loop transfer function of the oscillator circuit), with \( C_1 = C_2 = C, g_m = \frac{1}{R_1} \) and \( g_2 = \frac{1}{R_2} = n g_m \), the \( S^f \) of the proposed oscillator is found to be \( 2\sqrt{n} \). Therefore, very good frequency stability is obtainable by selecting larger value of \( n \).

V. SIMULATION RESULTS

To verify the theoretical analysis, the proposed circuit was simulated using CMOS VDCC [22]. The passive components were selected as \( C_1 = C_2 = 0.01 \text{nF}, R_1 = 3.675 \text{k}\Omega \) and \( R_2 = 10 \text{k}\Omega \). The transconductance of the VDCC is taken as \( 277.83 \mu \text{A/V} \). PSPICE generated output waveforms indicating transient and steady state responses are shown in Fig. 3(a) and 3(b) respectively. These results, thus, confirm the validity of the proposed configuration. Fig. 4 shows the output spectrum, where the frequency of the generated wave is 2.654MHz and the total harmonic distortion (THD) is found to be 1.584%.

\[
S_{C_p}^O = \left[ C, C, R_1(R_1 + R) + C, L \left( 1 + \frac{R}{R_1} \right)^2 - C, L, R, g_u \right]
\]

\[
S_{g_{\alpha}}^O = \left[ C, C, R_1(R_1 + R) + C, C, R_1(R_1 + R) + R_1 \left( 1 + \frac{R}{R_1} \right)^2 \right]
\]

Where

\[
X = 2 \left[ C, C, R_1(R_1 + R) + C, L \left( 1 + \frac{R}{R_1} \right)^2 - C, L, R, g_u \right] + \left[ C, L \left( 1 + \frac{R}{R_1} \right)^2 - C, L, R, g_u \right]
\]

\[
Y = 2 \left[ C, C, R_1(R_1 + R) + C, C, R_1(R_1 + R) + C, L \left( 1 + \frac{R}{R_1} \right)^2 \right] + C, L \left( 1 + \frac{R}{R_1} \right)^2 \]

\[
Z = \left[ C, L \left( 1 + \frac{R}{R_1} \right)^2 - C, L, R, g_u \right]
\]

\[
W = \left[ R_1 \left( 1 + \frac{R}{R_1} \right)^2 - C, L, R, g_u \right]
\]

(19)
Fig. 5 shows the frequency response of Transadmittance band pass and high pass filters.

Fig. 4. Simulation result of the output spectrum.

Fig. 5. Frequency response of the simulated filter.

Fig. 6 shows the transient response and steady state response (considering all five currents).

Fig. 6. (a) Transient output waveform, (b) Steady state response of the output.

From Fig. 7 it is clear that the two currents are in quadrature and the measured value of phase shift between two waveforms is $\approx 89.59^\circ$.

Fig. 7. Currents showing quadrature wave forms.
Fig. 8 shows the transient response of output waveform of Fig. 2 to achieve $S_F = 2$. The circuit of Fig. 2 has been checked for robustness using Monte-Carlo simulations, the sample result has been shown in Fig. 9, which confirms that for ±10% variations in the value of $R_1$, the value of oscillation frequency remain close to its normal value of 2.654MHz and hence almost unaffected by change in $R_1$. The circuit is re-simulated for larger value of $n$ ($n = 100$) and the transient response is shown in Fig. 10. Fig. 11 shows the variation of frequency of output with respect to resistance $R_2$. Fig. 12 represents the variation of $S_F$ with $n$. A comparison with other previously known explicit CM SRCOs using single ABB has been given in Table 1. These results, thus, confirm the validity of the proposed configuration.

Fig. 8. Transient output waveform for $S_F = 2$.

Fig. 9. Result of Monte-Carlo Simulation of oscillator circuit of Fig. 2.

Fig. 10. Transient output waveform for $n = 100$.

Fig. 11. Variation of frequency with Resistance $R_2$. 
VI. CONCLUSION

A new SRCO has been proposed using a recently introduced VDCC. The proposed circuit employs four grounded passive components (two grounded resistors and two grounded capacitors) and yet offers independent control of FO through the resistor $R_2$ and CO through the resistance $R_1$, low active and passive sensitivities, realizes two trans-admittance filters (Band Pass and Low Pass) and a very good frequency stability. The performance of the proposed configuration in all three modes has been confirmed by PSPICE simulations.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>COMPARASION OF PROPOSED SRCO WITH OTHER PREVIOUSLY KNOWN SAME TYPE OF SRCOs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Active Component</td>
</tr>
<tr>
<td>[14]</td>
<td>1 FTFN</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Case I</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Case II</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Case III</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Case IV</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>[15]</td>
<td>1 DVCCC</td>
</tr>
<tr>
<td>[16]</td>
<td>1 FDCCII</td>
</tr>
<tr>
<td>[17]</td>
<td>1 CFOA</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>[18]</td>
<td>1 DVCCC</td>
</tr>
<tr>
<td>Proposed</td>
<td>1 VDCC</td>
</tr>
</tbody>
</table>
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Amplitude Malformation in the IFFT Ocean Wave Rendering under the Influence of the Fourier Coefficient
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Abstract—Although Tessendorf’s IFFT Gerstner wave model has been widely used, the value of $A$, a constant of the Fourier coefficient, is not given. $A$ will strongly influence the shape of the rendered ocean wave and even cause amplitude malformation. We study the algorithm of the IFFT Gerstner wave, and give the method of $A$ calculating. The method of the paper can guarantee there is no amplitude malformation in rendered ocean waves. The expression of the IFFT Gerstner wave with the amplitude of the cosine wave is derived again. The definite integral of the wave expression contains the wave number spectrum and the area of the discrete integral domain. The method makes the shape of the generated wave stable. Comparing Tessendorf’s method with the discrete integral domain. The method makes the shape of the IFFT Gerstner wave is gotten. The Fourier coefficient of the expression contains the wave number spectrum and the area of the discrete integral domain. The method makes the shape of the generated wave stable. Comparing Tessendorf’s method with the method of the paper, we find that the expression of $A$ should contain the area of the discrete integral domain and the spectral constant of the wave number spectrum. If $A$ contains only the spectral constant, the amplitude malformation may occur. By reading some well known open source codes, we find that the code authors adopted some factitious methods to suppress the malformed amplitude. Obviously, the code authors have already noticed the phenomenon of the malformation, but not probed the cause. The rendering results of the codes are close to that of the method of the paper. Furthermore, the wave potential is computed using the Gerstner wave model directly, the author find it is quite close to that of the paper. The experimental results and comparisons show that the method of the paper correctly computes the wave potential and effectively solves the problem of amplitude malformation.
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THE reproduction of the ocean wave is an important and challenging research topic in computer graphics. Many fields of activity rely on it: virtual reality, movies, games, maritime simulators and so on.

Bruce [1] and Nelson [2] linearly summed cosine waves to reproduce the height field of the sea surface. The rendered ocean wave is linear and regular. However, the real ocean wave is nonlinear and irregular [3]. To get more realistic results, researchers began to employ nonlinear methods. The Gerstner wave is an exact nonlinear solution for waves of finite amplitude on deep water [4], and is widely applied in ocean wave simulation. Fourier et al [5] introduced the Gerstner wave to ocean wave rendering, and added the random phase shift in the model. So the rendered wave is irregular as well as nonlinear. Thon et al [6] and Fréchet [7] applied the directional spectrum in the Gerstner wave model. The directional spectrum is gotten through observation, so the works of [6, 7] combined the observational oceanographic data with the Gerstner wave model. Consequently, the approaches of [6, 7] are also named as “hybrid approaches” [8]. The geometry of the sea surface can be optimized by some approaches, such as the adaptive surface mesh [9], the quad tree [10], the real-time adapting mesh [11], and the fractal reconciliation [12]. The Perlin noise [6, 13] was added to the height field as random disturbance. Additionally, Prachumrak et al [14] realized the interaction between the floating object and the sea surface.

The direct usage of the Gerstner wave, as mentioned above, is very convenient. However, if a lot of cosine waves are involved, the summation becomes expensive. A cheaper alternative exists by way of IFFT [15], i.e. the IFFT Gerstner wave. IFFT has a large degree of parallelism in each stage of the computation [16] and its implementation is efficiently speeded up by GPU [17]. Tessendorf [18] is the pioneer of applying the IFFT Gerstner wave model in graphics. The Fourier coefficient of Tessendorf’s method contains the wave number spectrum and random numbers, so the generated wave is irregular and nonlinear. The optimizing approach for the geometry included the concentric circle grid [19] and clipmap [20]. By the optimization, the mesh of the geometry is refined or coarsened according to the eye position. Mitchell [21] and Miandji et al [22] utilized image processing algorithms to increase the resolution of the sampled height map.
Swierkowski et al [23] generated the ship wave on the IFFT sea surface. Weerasinghe et al [24] combined the IFFT Gerstner wave with 6-DOF (degree of freedom) ship motion model. The Perlin noise [25], and the high frequency data [26] can also add to the IFFT sea surface. What is more, the model of the IFFT Gerstner wave was also used to create the special effects, such as splashing [27, 28], the whitecap [29] and the foam [30].

To facilitate reading, some parameters and symbols are defined here. We use $\Psi$ to denote the wave number spectrum, and $A_q$ the spectral constant of the corresponding wave number spectrum. $A_{q, ph}$ is the spectral constant of the Phillips spectrum, $A_{q, PM}$ is that of $\Psi_{PM}$ in expression (32), and $A_{q,j}$ is that of $\Psi_j$ in expression (33). $A$ represents the numeric constant of the Phillips spectrum in expression (4).

The IFFT Gerstner wave was raised in [18], and [19-30] directly made use of it. All of them achieved satisfactory results. $A$ is a numeric constant of the Phillips spectrum which is included in the expression of the Fourier coefficient, so $A$ is also contained in the expression of the Fourier coefficient. Although Tessendorf’s method has been widely used and studied, the author finds the value of $A$ is not given in [18-30]. How ever, $A$ strongly influences the shape of the generated ocean wave. If the expression of $A$ contains only $A_{q, ph}$, the amplitude malformation may occur. The larger the area of the sea surface, the more serious the amplitude malformation. So the author thinks that the method of $A$ calculating should be considered and provided.

The paper studies the model of the IFFT Gerstner wave, and gives the method of $A$ calculating. The expression of the IFFT Gerstner wave with the amplitude of the cosine wave is derived again. To begin with, we discretize the definite integral of the wave number spectrum with the right Riemann sum. The area of the discrete integral domain depends on the sample mode for the wave number vector. Further, we can get an expression of the IFFT Gerstner wave. The Fourier coefficient of the expression contains the wave number spectrum and the area of the discrete integral domain of the sampled wave number vector. Comparison shows that the expression of $A$ should include the spectral constant of the wave number spectrum as well as the discrete integral domain. Till now, a confusing problem is brought. Since $A$ is not given, how did [18-30] get good rendering results? The author infers that some factitious methods may be taken to treat the amplitude malformation. The first method is setting $A$ very small. Although [18-30] shared the same method and wave number spectrum, i.e. the Phillips spectrum, $A$, the numeric constant of the spectrum, is not given. So the user of the method in [18] can set $A$ very small to treat the amplitude malformation. The second method is to multiply the height field by a small factor. After reading three widely used open source codes, oggOcean [31], oceanFFT [32] and ffitrefraction [33], the author finds that the code authors adopt the factitious methods. This confirms the author’s inference. The factitious method is effective but lack of basis. When compute the wave potential of the method of directly using the Gerstner wave model, we find the computed wave potential is close to that of the method of the paper. The comparisons and experiments results prove that the method of the paper correctly computes the wave potential, and effectively solves the problem of amplitude malformation.

II. PROBLEM STATEMENT

The model of the IFFT Gerstner wave [18] is expressed as:

$$\begin{align*}
\hat{h}(x_{pq}, t) &= \sum_{k_{ij}} \tilde{h}(\tilde{k}_{ij}, t) \exp(-\sqrt{-1}k_{ij} \cdot x_{pq}), \\
\hat{D}(x_{pq}, t) &= \sum_{k_{ij}} \frac{-\tilde{k}_{ij}}{k} \tilde{h}(\tilde{k}_{ij}, t) \exp(-\sqrt{-1}k_{ij} \cdot \tilde{x}_{pq}).
\end{align*}$$

where $\hat{h}$ is the elevation of the sea surface, $\tilde{x}_{pq}$ is the horizontal position, $x_{pq} = (x_p, y_q) = (Lp / n, Lq / n)$, $t$ is the time,

$$\tilde{h}$$

is the Fourier coefficient,

$$\tilde{k}_{ij}$$

is the wave number vector, $\tilde{k}_{ij} = (k_{x,i}, k_{y,j}) = (2\pi j / L, 2\pi i / L)$, and $\| \tilde{k}_{ij} \|$, $L$ is the width of the rendered ocean wave surface, $p, q, i$ and $j$ are integers, and $-n / 2 \leq p, q, i, j < n / 2$, $n$ is a positive integer, $n = 2^m$, and $m$ is a positive integer,

$$\sqrt{-1}$$

is the imaginary unit, i.e. $(\sqrt{-1})^2 = -1$,

$D$ is the choppy wave vector.

So the 3D coordinate of a point on the sea surface is $(x_{pq} + \lambda \hat{D}(x_{pq}, t), \hat{h}(x_{pq}, t))$. $\hat{h}$ is expressed as:

$$\begin{align*}
\hat{h}(\tilde{k}_{ij}, t) &= \hat{h}_0(\tilde{k}_{ij}) \exp(-\lambda \omega_k t) \\
&+ \hat{h}_0^\ast(-\tilde{k}_{ij}) \exp(-\lambda \omega_k^\ast t).
\end{align*}$$

where $\ast$ is the notation for the complex conjugate, $\omega_k$ is the circular frequency, and $\hat{h}_0$ is expressed as:

$$\hat{h}_0(\tilde{k}_{ij}) = \frac{1}{\sqrt{2}} (\epsilon_1 + \sqrt{-1} \epsilon_2) \sqrt{\Psi_{ph}(\tilde{k}_{ij})}.$$  

where $\epsilon_1$ and $\epsilon_2$ are independent Gaussian random numbers. $E$ and $\text{Var}$ denote the expectation and variance respectively.

$E(\epsilon_1) = E(\epsilon_2) = 0$, and $\text{Var}(\epsilon_1) = \text{Var}(\epsilon_2) = 1$. And $\Psi_{ph}$ is the Phillips spectrum, expressed as:

$$\Psi_{ph}(k) = \frac{A}{k^4} \exp\left(-\frac{g^2}{U^2 k^2}\right) \cos^2(\theta - \alpha).$$

where $A$ is a numeric constant, $U$ is the wind velocity, and $\alpha$ is the angle between the wind direction and $x$ axis. $\Psi_{ph}(\tilde{k})$ is in the spectral form raised in [34], i.e.
\[ \Psi_{ph}(\vec{k}) \propto k^{-4} f(\theta). \]

But neither [34] nor [18-30] worked out the value of \( A \). The author analyzed the structure of \( \Psi_{ph}(\vec{k}) \), and found its frequency spectrum is similar to the P-M spectrum in form. If the Phillips and P-M spectra share the same wave potential, \( A_{\varphi, ph} = 3.48 \times 10^{-3} \), and \( U \) should be the wind velocity at the height of 19.5 m above the sea surface, i.e. \( U_{19.5} \) [35]. Yet when the author applies \( A = A_{\varphi, ph} \) in rendering, the shape of the generated ocean wave is not stable. Figure 1 demonstrates the rendering results. The amplitudes of the waves in both Figure 1(a) and (b) are overlarge, and the bigger the width \( L \) is, the more serious the malformation is. So the author thinks that the method in [18] need re-examined, and the method of \( A \) calculating should be provided.

Fig. 1. The generated ocean waves of \( \Psi_{ph}(\vec{k}) \) (\( U_{19.5} = 10.0 \text{ m/s} \)).

**III. THE IFFT GERSTNER WAVE**

[18] provided the expression of the IFFT Gerstner wave, and [19-30] directly made use of it. However, neither [18] nor [19-30] gave the derivation of the expression. Although [15] derived the expression of the IFFT Gerstner wave, the work was not complete and had some flaws:

- The IFFT solution of the height field was worked out but lack of some intermediate steps.
- The IFFT solution of the choppy wave was not produced.
- The expression of calculating the amplitude of the cosine wave is not provided.

To solve the flaws, the author need derive the expression of the IFFT Gerstner wave again, and then compare the re-derived expression with the expression of [18].

**A. The IFFT Gerstner Wave with the Amplitude of the Cosine Wave**

We now build the solution of the height field from a collection of real cosine waves:

\[ h(x, t) = \sum_{i,j} A_{ij} \cos(k \cdot x - \omega t + \varphi_{ij}). \]

where \( \varphi_{ij} \) is the phase shift, and \( \omega \) is an independent uniform random number from \([0, 2\pi]\). Next we write the cosine in terms of complex exponentials:

\[ \sum_{i,j} A_{ij} \cos(k \cdot x - \omega t + \varphi_{ij}) = \sum_{i,j} A_{ij} \frac{1}{2} \left[ \exp[-\sqrt{-1} (x \cdot k - \varphi_{ij}) - \omega t] + \exp[-\sqrt{-1} (x \cdot k + \varphi_{ij}) - \omega t] \right]. \]

We write the cosine in terms of another complex exponentials:

\[ h(x_{pq}, t) = \sum_{i=-n/2+1}^{n/2-1} \sum_{j=-n/2+1}^{n/2-1} \frac{1}{2} \left[ \exp[\sqrt{-1}(x_{pq} \cdot \vec{k}_{ij} - \varphi_{ij}) - \omega t] + \exp[-\sqrt{-1}(x_{pq} \cdot \vec{k}_{ij} + \varphi_{ij}) - \omega t] \right]. \]

where \( \vec{k}_{-i,-j} = -\vec{k}_{ij} \). By comparing expression (6) with (7), we can get the IFFT formula of the height field as:

\[ h(x_{pq}, t) = \sum_{i=-n/2+1}^{n/2-1} \sum_{j=-n/2+1}^{n/2-1} \tilde{h}(\vec{k}_{ij}, t) \exp[-\sqrt{-1}(x_{pq} \cdot \vec{k}_{ij})]. \]

where \( \tilde{h}(\vec{k}_{ij}, t) \) is the Fourier coefficient. It is expressed as:

\[ \tilde{h}(\vec{k}_{ij}, t) = \tilde{h}_0(\vec{k}_{ij}) \exp(-\sqrt{-1} \omega t) \]

\[ + \tilde{h}_0^*(\vec{k}_{ij}) \exp(\sqrt{-1} \omega t). \]

\( \tilde{h}_0(\vec{k}_{ij}) \) is express as:
\[ \tilde{h}_0(\tilde{k}_{ij}) = \frac{1}{2}(\cos \varphi_{ij} + \sqrt{-1} \sin \varphi_{ij}) A_{ij}. \] (10)

We note \( \tilde{h}_0(\tilde{k}_{ij}) \) includes \( A_{ij} \). Therefore, \( \tilde{h}(\tilde{k}_{ij}, t) \) contains \( A_{ij} \). The above derived IFFT formula of the height field agrees well with that of [15].

The choppy wave is computed as:

\[ \mathbf{D}(x_{pq}, t) = -\sum_{i=-n/2+1}^{n/2-1} \sum_{j=-n/2+1}^{n/2-1} \frac{k_{ij}}{k} \tilde{h}_c(\tilde{k}_{ij}, t) \exp[\sqrt{-1}(\tilde{k}_{ij} \cdot x_{pq} - \omega_k t + \varphi_{ij})]. \] (11)

The IFFT formula of the choppy wave is:

\[ \mathbf{D}(x_{pq}, t) = -\sum_{i=-n/2+1}^{n/2-1} \sum_{j=-n/2+1}^{n/2-1} \frac{k_{ij}}{k} \tilde{h}_c(\tilde{k}_{ij}, t) \exp[\sqrt{-1}(\tilde{k}_{ij} \cdot x_{pq})]. \] (12)

\( \tilde{h}_c(\tilde{k}_{ij}, t) \) is the Fourier coefficient of the choppy wave:

\[ \tilde{h}_c(\tilde{k}_{ij}, t) = \tilde{h}_{c0}(\tilde{k}_{ij}) \exp(-\sqrt{-1} \omega_k t) + \tilde{h}_{c0}(-\tilde{k}_{ij}) \exp(\sqrt{-1} \omega_k t). \] (13)

where \( \tilde{h}_{c0}(\tilde{k}_{ij}) \) is defined as:

\[ \tilde{h}_{c0}(\tilde{k}_{ij}) = (\cos \varphi_{ij} + \sqrt{-1} \sin \varphi_{ij}) \frac{A_{ij}}{2\sqrt{-1}}. \] (14)

So \( \tilde{h}_c(\tilde{k}_{ij}, t) \) also contains \( A_{ij} \).

**B. Approximate Solution of the Amplitude of the Cosine Wave**

The relation between the wave number spectrum and the amplitude of the cosine wave is as [36]:

\[ \Psi(\tilde{k}) = \sum_{i,j} A_{ij}^2 \delta(\tilde{k} - \tilde{k}_{ij}). \] (15)

where \( \delta \) denotes the Dirac function. \( \Psi(\tilde{k}) \) is nonnegative, continuous, bounded, and derivable. One should note that \( \Psi(\tilde{k}) \) represents the wave number spectrum, not only the Phillips spectrum.

The relation among \( \text{Var}(h) \), \( A_{ij} \) and \( \Psi(\tilde{k}) \) is specialized as [36]:

\[ \text{Var}(h) = \frac{1}{2} \sum_{i,j} A_{ij}^2 = \int_k \Psi(\tilde{k}) d\tilde{k}. \] (16)

where \( d\tilde{k} = dk_x dk_y = kdk\theta \). Although expression (15) explains the relation between \( \Psi(\tilde{k}) \) and \( A_{ij} \), it is very difficult to be implemented by the computer. To facilitate the computer programming, we need another expression. Accordingly, we discretize \( \int_k \Psi(\tilde{k}) d\tilde{k} \) to get the approximate solution of \( A_{ij} \). The boundary value of the discrete integral domain is determined by the sample mode for the wave number vector in IFFT. The generally used method of the discretization of the definite integral includes the Riemann sums, Trapezoid rule and Simpson rule [37]. We employ the right Riemann sum as:

\[ \int_k \Psi(\tilde{k}) d\tilde{k} \approx \sum_{i,j} \Psi(\tilde{k}_{ij}) \Delta s_k. \] (17)

where \( \Delta s_k \) is the area of the discrete integral domain. Let \( D_{ij} \) be the discrete integral domain, and

\[ D_{ij} = \{(k_x, k_y) | k_x \in [k_{x,j-1} k_{x,j}], k_y \in [k_{y,j-1} k_{y,j}] \} \]

Consequently,

\[ \Delta s_k = \Delta k_x \Delta k_y, \quad \text{and} \quad \Delta k_x = k_{x,j} - k_{x,j-1} = \Delta k_y = k_{y,j} - k_{y,j-1} = 2\pi / L. \]

Now we work out the approximate solution of \( A_{ij} \) as:

\[ A_{ij} = \sqrt{2 \Delta s_k \Psi(\tilde{k}_{ij})}. \] (18)

If \( \Delta k_x, \Delta k_y \rightarrow 0 \), expression (18) turns to expression (15).

Now we get \( \tilde{h}_0(\tilde{k}_{ij}) \) and \( \tilde{h}_{c0}(\tilde{k}_{ij}) \) expressed as:

\[ \begin{align*}
\tilde{h}_0(\tilde{k}_{ij}) &= (\cos \varphi_{ij} + \sqrt{-1} \sin \varphi_{ij}) \sqrt{\frac{\Delta s_k}{2}} \Psi(\tilde{k}_{ij}), \\
\tilde{h}_{c0}(\tilde{k}_{ij}) &= \frac{1}{\sqrt{-1}}(\cos \varphi_{ij} + \sqrt{-1} \sin \varphi_{ij}) \sqrt{\frac{\Delta s_k}{2}} \Psi(\tilde{k}_{ij}).
\end{align*} \] (19)
We respectively substitute the above calculated $\tilde{h}_0(\tilde{k}_y)$ and $\tilde{h}_0(\tilde{k}_y)$ in expression (9) and (13), and solve for $\tilde{h}(\tilde{k}_y,t)$ and $\tilde{h}_c(\tilde{k}_y,t)$, the Fourier coefficient. Both of the coefficients contain $\Delta s_k$ and $\Psi(\tilde{k}_y)$.

We employ the Fourier coefficient containing $\Delta s_k$ and $\Psi(\tilde{k}_y)$ to render the ocean wave, as shown in Figure 2, and get satisfactory results. As $L$ rises, the wave shape still keeps stable.

IV. COMPARISON STUDIES

A. Comparing the Method in [18] with the Method of the Paper

$P$ is the ocean wave potential per unit area, $\rho$ is the water density, $g$ is the gravity acceleration, and $P = \rho g \varphi(h)$.

Both $\varphi$ and $g$ are constants, so $\text{Var}(\varphi)$ represents the potential.

$$\text{Var}(\varphi) = \iint \Psi(\tilde{k}) d\tilde{k}, \quad \text{and } \Psi(\tilde{k})$$

is an energy spectrum.

To facilitate comparison, we respectively denote $h$, $\tilde{h}$, $\tilde{h}_0$ and $A_j$ in [18] by $h^\prime$, $\tilde{h}^\prime$, $\tilde{h}_0^\prime$ and $A_{j,T}$.

In other words, $h^\prime$, $\tilde{h}^\prime$ and $\tilde{h}_0^\prime$ are calculated by expression (1), (2) and (3) respectively. For the Phillips spectrum, if $\delta = \text{Var}(\varphi)$, we find that the expression of $\varepsilon^\prime$ is:

$$\varepsilon^\prime = e_1^\prime/\sqrt{2}, \quad e_1^\prime = e_2^\prime/\sqrt{2}, \quad \text{E}(e_2^\prime) = \text{E}(e_2^\prime) = 0 \quad \text{Var}(e_1^\prime) = \text{Var}(e_1^\prime) = 1/2$$

Consequently, $e_1^\prime$ and $e_2^\prime$ respectively play the same role as $\cos \phi_j$ and $\sin \phi_j$.

Comparing expression (23) with (10), we get $A_{j,T}$ as:

$$A_{j,T} = 2\sqrt{\Psi(\tilde{k}_y)}.$$  (24)

The expression of $A_{j,T}$ does not contain $\Delta s_k$ either, and it is miscomputed. Hence, if $L$ is great (i.e. $\Delta s_k$ is small), $A_{j,T} >> A_j$, and the rendered ocean wave is malformed.

The comparisons of the wave potential and the amplitude of the cosine wave indicate that the expression of $\varphi$ should contain not only $A_{\varphi,p}$, but also $\Delta s_k$.

Expression (25) shows that the value of $A$ depends on $A_{\varphi,p}$ as well as $\Delta s_k$. In this case, both the wave potential and the amplitude of the cosine wave are computed correctly, and the shape of the generated wave is stable.

B. Comparing the Wave Potential of Open Source Codes With That of the Method of the Paper

Some well known open source codes, such as osgOcean, oceanFFT and fftrefraction, use the geometric surface to render the sea surface, i.e. the sea surface has a uniform scale of the geometric surface. So we first calculate the parameters of the geometric surface, such as the amplitude of the cosine wave and the variance of the height field, according the data of the open source code. Further we get the above-mentioned parameters of the sea surface. The aim of the comparison is to look at the difference between the potential calculated by the method of the paper and the potential of the sea surface calculated according to the open source data.

In osgOcean, the height field of the geometric surface equals to the IFFT height field. But in oceanFFT and fftrefraction, the height field of the geometric surface equals to the IFFT height field multiplied by a small factor denoted $p_2$. The subscripts $GS$ and $OS$ identify the geometric and sea surface of the open
source code respectively. Consequently, \( L_{\text{OS}}, A_{\text{GS}}, h_{\text{GS}} \) and \( A_{y,GS} \) are the length, numeric constant of the Phillips spectrum, height field and cosine wave amplitude of the geometric surface, \( L_{\text{OS}} \) and \( A_{\text{GS}} \) are given in the code. According to uniform scaling we can get:

\[
p_{xyz} = \frac{L_{\text{OS}}}{L_{\text{GS}}} = \frac{h_{\text{GS}}(x,t)}{p_z A_{y,GS}} = \frac{A_{y,OS}}{A_{y,GS}}.\tag{26}
\]

where \( p_{xyz} \) is the uniform scale factor and \( L_{\text{OS}} = L \). So \( \frac{\text{Var}[h(x,t)]}{\text{Var}[h_{\text{OS}}(x,t)]} \) is express as:

\[
\frac{\text{Var}[h(x,t)]}{\text{Var}[h_{\text{OS}}(x,t)]} = \left( \frac{A_y}{A_{y,OS}} \right)^2 = \left( \frac{\pi L_{\text{GS}}}{p_z L_{\text{OS}}} \right)^2 \frac{2A_{y}}{A_{y,OS}}. \tag{27}
\]

Var\( [h(x,t)] / \text{Var}[h_{\text{OS}}(x,t)] \), \( \frac{A_y}{A_{y,OS}} \) and some concerned parameters of the codes are listed in Table 1.

<table>
<thead>
<tr>
<th>Open source code</th>
<th>Concerned parameter</th>
<th>( L_w (L) )</th>
<th>( L_{\text{OS}} )</th>
<th>( p_{xyz} )</th>
<th>( p_z )</th>
<th>( A_{\text{GS}} )</th>
<th>( \frac{\text{Var}[h(x,t)]}{\text{Var}[h_{\text{OS}}(x,t)]} )</th>
<th>( \frac{A_y}{A_{y,OS}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>osgOcean</td>
<td></td>
<td>256 m</td>
<td>256.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.64 × 10^5</td>
<td>1.64</td>
<td>1.28</td>
</tr>
<tr>
<td>oceanFFT</td>
<td></td>
<td>100 m</td>
<td>2.0</td>
<td>50.0</td>
<td>0.5</td>
<td>1.0 × 10^4</td>
<td>1.10</td>
<td>1.05</td>
</tr>
<tr>
<td>fftrefraction</td>
<td></td>
<td>128 m</td>
<td>128.0</td>
<td>1.0</td>
<td>0.1</td>
<td>0.8 × 10^4</td>
<td>0.52</td>
<td>0.72</td>
</tr>
</tbody>
</table>

C. Comparing the Method of the Paper with the Method of Directly Using the Gerstner Wave

We compare the method of the paper with the method of directly using the Gerstner wave model in \([6, 7, 9-14]\), and try other types of wave number spectra in this section.

In \([6, 7, 9-14]\), the directional spectrum is applied to calculate the amplitude of the cosine wave. The relation between the directional spectrum and the wave number spectrum is as \([36]\):

\[
\Psi(k) = \frac{E(\omega, \theta) \Delta \theta}{k \Delta k}. \tag{28}
\]

where \( E(\omega, \theta) \) is the directional spectrum, \( E(\omega, \theta) = S(\omega)D(\theta) \), \( S(\omega) \) is the frequency spectrum and \( D(\theta) \) is the directional distribution. The mostly applied \( S(\omega) \) in \([6, 7, 9-14]\) includes the P-M and JONSWAP spectra. These two frequency spectra are recommended by ITTC (International Tank Towing Conference) \([38]\). The widely used \( D(\theta) \) is expressed as:

\[
D(\theta) = \frac{1}{2\sqrt{\pi}} \frac{\Gamma(n+1)}{\Gamma(n+1/2)} \cos^{2n} \left( \frac{\theta - \alpha}{2} \right). \tag{29}
\]

where \( \Gamma \) is the gamma function, and \( n \) is a positive integer.

In \([6, 7, 9-14]\), \( A_y \) is expressed as:

\[
A_y = \sqrt{2E(\omega, \theta) \Delta s_{\omega,\theta}}. \tag{30}
\]

where \( \Delta s_{\omega,\theta} = \Delta \omega \Delta \theta \). If expression (19) is used to calculate \( h_0 \), we can get below expression:

\[
\text{Var}[h] = \sum_{i,j} \Psi(\tilde{k}_{ij}) \Delta k_i = \sum_{i,j} E(\omega_i, \theta_j) \Delta s_{\omega,\theta}. \tag{31}
\]
One should note that in expression (31), $\Psi(\vec{k})$ is the corresponding wave number spectrum of $E(\omega, \theta)$, not only represents the Phillips spectrum. So we can arrive at the conclusion that the wave potential of [6, 7, 9-14] is very close to that of the method of the paper. To further prove the conclusion, another two wave number spectra, $\Psi_{PM}(\vec{k})$ and $\Psi_{J}(\vec{k})$, are constructed and tried.

The frequency spectrum of $\Psi_{PM}(\vec{k})$ is the P-M spectrum, and the directional distribution of $\Psi_{PM}(\vec{k})$ is in the form of expression (29) with $n = 1$. $\Psi_{PM}(\vec{k})$ is expressed as:

$$\Psi_{PM}(\vec{k}) = A_{\Psi, PM} \frac{1}{k^4} \exp\left(-\frac{\beta_{PM} k^2}{U_{10.5}^4}\right) \cos^2\left(\frac{\theta - \alpha}{2}\right),$$

where $A_{\Psi, PM} = \alpha_{PM} / 2\pi$, $\alpha_{PM} = 8.1 \times 10^{-3}$, $\beta_{PM} = 0.74$ [38]. $\Psi_{PM}(\vec{k})$ is the spectrum of the fully developed sea. The rendering results of $\Psi_{PM}(\vec{k})$ is very similar with that of the Phillips spectrum.

The frequency spectrum of $\Psi_{J}(\vec{k})$ is the JONSWAP spectrum, and the directional distribution of $\Psi_{J}(\vec{k})$ is the same as that of $\Psi_{PM}(\vec{k})$. $\Psi_{J}(\vec{k})$ is expressed as:

$$\Psi_{J}(\vec{k}) = A_{\Psi, J} \frac{1}{k^4} \exp\left(-\frac{5 \omega_0^4}{4 g \gamma \omega_{J}^2}\right) \cos^{\gamma} \left(\frac{\theta - \alpha}{2}\right),$$

where $A_{\Psi, J} = \alpha_{J} / 2\pi$, and $\alpha_{J} = 0.076 X^{-0.22}$ [39], $X = g X / U_{10}^2$, and $X$ is the fetch, $U_{10}$ is the wind velocity at the height of 10 m above the sea surface, $\omega_{0, J}$ is the peak frequency of the JONSWAP spectrum, and $\omega_{0, J} = 22(g / U_{10}) X^{-0.33}$, $\gamma$ is a constant, $1 < \gamma < 7$, with average 3.3; $a_j = \exp[-(\omega_{k} - \omega_{0, J})^2 / (2\sigma^2 \omega_{0, J}^2)]$, $\sigma = \begin{cases} 0.07, & \text{if } \omega_{k} \leq \omega_{0, J} \\ 0.09, & \text{if } \omega_{k} > \omega_{0, J} \end{cases}$.

$\Psi_{J}(\vec{k})$ is used to render the developing sea. Figure 5 is the rendering results of using $\Psi_{J}(\vec{k})$ in the method of the paper. The shape of the rendered wave is stable.

V. HOW DO [18-30] GET GOOD RENDERING RESULTS?

Section IV provides the method of $A$ calculating. However, in [18-30], the value of $A$ is not mentioned. If the value of $A$ is not proper, the amplitude of the rendered may be malformed, just as mentioned above. It confuses the author how [18-30] get satisfactory experimental results. The author infers that some factitious methods may be used to suppress the overlarge amplitude and keep wave shape stable. There are two factitious methods:

- Because $A$ is not given, the user of the method can set $A$ very small to keep the generated wave shape stable.
- The other method is to multiply the IFFT height field by a very small factor.

We find the authors of the three open source codes have employed such methods. osgOcean used the first, fftrefraction used the second, and oceanFFT used both. The concerned parameters are listed in Table 1. It is obvious that the code authors have already noticed the phenomenon of the amplitude malformation, but not probed the cause. Although the method is effective, it is only a matter of expediency and lack of basis. The work of the paper gives the method of $A$ calculating, and provides theoretical basis for ocean wave rendering with the IFFT Gerstner wave model.
VI. CONCLUSIONS

Tessendorf [18] raised the model of the IFFT Gerstner wave to render the ocean wave, and [19-30] used the method. [18-30] got good rendering results. However, the value of $A$, a numeric constant of the Fourier coefficient, is not given in [18-30]. The shape of the rendered ocean wave is under the influence of $A$. If the value of $A$ is not proper, the amplitude of the generated wave is malformed, and the larger the rendered sea surface, the more serious the malformation. So the author thinks that the method in [18] need be re-examined and the method of $A$ calculating should be provided.

The expression of the IFFT Gerstner wave with the amplitude of the cosine wave is re-derived at first. Then the right Riemann sum is used to discretize the definite integral of the wave number spectrum, and the area of the discrete integral domain is determined by the sample mode for the wave number vector in IFFT. Further we get the expression of the IFFT Gerstner wave, and the Fourier coefficient of the expression contains the wave number spectrum and area of discrete integral domain. The method mentioned above treats the amplitude malformation and keeps the generated wave form stable.

Comparison studies and experiments are done to calculate the value of $A$ and approve the value.

By comparing the expression of the method of the paper with that of [18], we find that the expression of $A$ should contain not only $A_{q,ph}$, the spectral constant of the wave number spectrum of the Phillips spectrum, but also $\Delta s_k$, the area of discrete integral domain of the sampled wave number vector. If the expression of $A$ contains only $A_{q,ph}$, the potential of the rendered wave is overlarge, and the amplitude malformation occurs. The larger the width of the rendered sea surface, the more serious the malformation. If the expression of $A$ contains $A_{q,ph}$ and $\Delta s_k$, both the wave potential and the amplitude of the cosine wave are correctly calculated, and the shape of the generated wave is stable.

After reading some well known open source codes, including osgOcean, oceanFFFT and fftrefraction, we find the code authors take factitious methods to suppress the amplitude malformation, and the wave potential of the suppressed wave is close to that of the method of the paper. It is obviously appeared that the code authors have already noticed the phenomenon of the amplitude malformation, but not discovered the cause. The factitious method is effective, but lack of basis. In the author’s opinion, the factitious method is the reason why [18-30] achieve good results.

We compare the method of directly using the Gerstner wave with the method of the paper. In the former method, the directional spectrum is used to calculate the amplitude of the cosine wave. The wave potential of the method is quite close to that of the method of the paper. The P-M and JONSWAP spectra are employed to construct another two wave number spectra respectively. Both shapes of the rendered wave are stable.

The comparisons and experiment results show that the method of the paper can precisely compute the wave potential, and effectively correct the amplitude malformation.

The wave spectrum used in the above mentioned references, either the wave number spectrum or directional spectrum, is the spectrum of the wind sea. So the generated wave is the wind sea. The wind sea spectrum is reasonably accurate for sever states. However, moderated and low sea states are often of combined nature, consisting of both wind sea and sea swell [40]. So the future work may concentrate in the rendering of the mixed wave and the sea swell. The mixed wave includes the wind sea as well as the sea swell. To animate the mixed wave, we may try the two peak spectrum [40, 41]. The swell spectrum [42] can be applied in rendering the sea swell. This work will make the rendered ocean wave more realistic.
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