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Abstract—Hynets, for Hybrid (living-artificial) Networks, a re
an efficient and adaptable experimental support toexplore the
dynamics and the adaptation process of biologicalystems. We
present in this paper an innovative platform perfoming a real-
time closed-loop between a cultured network (e.g.emrons) and
an artificial processing (e.g. software processing@r a robotic
interface). The system gathers bioware, hardware,ra software
components and ensures the closed-loop data prodessin less
than 50 ps. We describe also a methodology that mayelp to
standardize the description of some experiments. T method is
associated to a full custom Graphical User Interfag. We detalil
here the system choices, components, and performasc

Index Terms—Bioelectronics, Closed loop systems, Real-time
data processing, Hybrid (living-artificial) networks, MEA
(MultiElectrode Arrays), in vitro cell culturing.

I. INTRODUCTION

communication is ensured between the artificial #radliving
parts. By controlling the circuitry configuration n&
parameters, researchers can study the functiorzaddyactivity
patterns of the hybrid neural network as a whole, o
characterize the living part. As detailed in thst Isection of
the paper, our system is intended to be used foisthdy of
plasticity in living neural networks, the influencef
electromagnetic fields on the connectivity of néumatworks
and the characterization of electrical activitydlectrogenic
cells and islets in the pancreas.

In all bioelectronics systems, the developer hasldfine
specifications related to both biological and eleaics fields.
Concerning biology, options arein vivo or in vitro
experiments, acute slice or dissociate culturesd an
intracellular or extracellular interfaces. On thkecéronics
point of view, rough implementation categories aeftware

IOELECTRONICS is the discipline resulting from theor hardware, discrete components or integratediitsr¢IC),

convergence of biology and electronics. It includies
design and use of electronics for biology and miadic
Medicine is a strong driver for bioelectronics tsstrated by
devices such as: neural stimulators [1], brain wttors [2],
cochlear implants [3], neuromuscular reanimatioly ptain-
machine interface [5]. Other devices are underdtigation by
a very active research community: retinal prosthefd,
cognitive prostheses [7], and detection of insoged [8].

and digital or analog data processing. Regardirditarature
examples (Tablel), we can see that almost all ibless
combinations of these choices, both in Electronasd
Biology, are under investigation ([7, 9-18]).

Quantitative comparison of our system performaneith
the literature ([7, 9-18]) is however difficult: mbandard exists
to characterize it, and technical characteristfosxperimental
platforms are not always specified in publicatio®sir paper

We focus here on Hybrid Networks (Hynet). Hynets arpresents a precise and constrained evaluation ro§yatem’s

real-time closed-loop hybrid systems that embodindi and
artificial elements. “Closed-loop” means that thésea two-
way communication between those parts, and that eae
receives controlling inputs from the other. “Raald” means
that this communication is fast enough to avoid assious
break on the data flow (losing or delaying).

Hynets are unique platforms for
investigations. Electronics circuitry in Hynets camulate a
functional neural network embodied inside a livimgtwork to
form a unique hybrid network, as long as
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integrative biologyntend to promote standardization

design. It adds to [19], which was focused mostly the
hardware, a detailed description of the softwak@template
format to standardize the experiment description.

In this paper, we detail each choice and the cars#q
constituting blocks of our closed-loop in sectidn3ection Il
presents the detailed data flow, with the methogiplave
in experimentak t
description of experiments. Section IV describemeti
performances. This takes us to discuss the achevieamd the

real-timeises of Hynet (section V).

II. HYNET CHOICES ANDPARTS

The two parts, artificial and living, of the hybritetwork
(Hynet) communicate in bidirectional mode with eaather:
each provides outputs and receives controllingtsfrom the
other. The hardware and software parts of thei@sifsystem
run the bioware data acquisition, its processinggd dhe
generation of feedback stimulation patterns. s faction, we
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TABLE |
EXAMPLES OFHYNETS AND THEIRBIOLOGICAL AND ELECTRONICSIMPLEMENTATION
Reference First Author  Year Cells Interface Feedback Computing

[9] Chapin 1999 invivo extracellular  visual digital
[10] Reger 2000 invitro, acute extracellular discrete hardware digital
[11] Jung 2001 in vitro, acute intracellular integrated hardware analog
[12] Le Masson 2002 in vitro, dissociated intracellular integrated hardware lana
[13] Carmena 2003 invivo extracellular  visual digital
[14] Nowotny 2003 invitro, dissociated intracellular software digital
[15] Oprisan 2004 in vitro, dissociated intracellular software digital
[7] Berger 2005 in vitro, acute extracellular integrated hardware digital
[16] Whittington 2005 invitro, dissociated  extracellular software digital
[17] Potter 2006 in vitro, dissociated extracellular software, discrete Wware digital
[18] Novelino 2007 invitro, dissociated  extracellular software digital

- This work in vitro, dissociated extracellular software digital

describe the three components of Hynet: the biowtre
hardware, and the software (Fig. 1).

A. Bioware

The first component of the system is the biologioaterial
that provides the signal for acquisition and isceleally
stimulated. We develop our Hynet version to usaadstly in
three experimental context: the study of plastidgityneural
networks, the study of the influence of electronsgnwaves
on neural networks, and the study of electricalagtof beta-
cells of the pancreas as glucose sensors.

high.

Components of the biological signal can be sepdrate
follows: (a) Extracellular Action Potentials (EAR)) Local
Field Potentials (LFP); (c) Electrode-Electrolytaetdrface
Potential (EEIP); and (d) Stimuli Artifact (SA) [Z5].

EAP appear mostly in the frequency range from ®1 to
10 kHz. LFP are in the range from 1 Hz to 100 HAPEand
LFP come from the activity of the electrogenic £¢10]. EAP
and LFP carry the meaningful activity information the
biological signal. EEIP comes from a near-to-DC epdtitll
difference between the solid electrode and the treligte

In the case of Hybrid Neural Networks [19], we USgqution, This potential varies spatially, from atede to

dissociated rat embryonic cortical cell cultureack MEA is
plated with approximately f@ells. After plating, the cells
naturally tend to interconnect and create a complewral
network covering the MEA. The culture generally ibiis
spontaneous spikes and bursts after 10-12 div {daygro).
In the case of insulin delivery control [8], we uslened R3-
cells from mice. They are cultivated for 6 div befothe
acquisition. The cells are routinely kept healting active for
more than 3 months.

In all these cases, the study at the network Is@lires a

electrode, and temporally [21]. For example, withgald
recording site in buffered saline solution, thisef can be as
high as + 50 mV [22]. This is extremely large comguato
EAP signal, usually in the range of 100 pV or LRRHe range
of 1 mV [23].

SA depends from the external application of stiriofa
signals. Commonly used stimuli are in the rangéhef 1 V,
which represents the largest signal range procebgethe
amplifier. After a stimulus, the EEIP takes milisemds to
evacuate the accumulated charge [24, 25].

multi-channels access to the culture, and long-term cgip and SA appear in low frequencies bands (@)l
measurements. The common configuration for thospney may hide the information (EAP and LFP).
experiments isin vitro preparations of dissociated cells and g,,ch an interface requires the use of carefullyigdes

extracellular multiple electrodes.

Extracellular electrodes, implemented on Multi Eledes
Arrays (MEAs) devices, are appropriate for the gtuaf
complex networks. They allow multisite acquisiticand
stimulation, without perforating the cell membrahtwever,
the biological signal, measured through capacitivepling on
the electrodes, is weak (~10-100 uV peak-to-peak
neurons), and the noise level (~1 mV at low fremwies) is

Fig. 1. The Hynet: The bidirectional communicatipath between the
bioware and the software passes through the haedwar

filters and amplifiers stages to process the bickdgsignal.
This is the importance of the Hardware.

B. Hardware

The second stage of the system is implemented miwhee,
as a bridge between the bioware and the softwaith e
exception of the MCS (MultiChannel System™) suite
(detailed later), all elements are custom made amsg@mbled
into a customized rack. This rack controls analond digital
signals, and it has an independent power supplyetexdrical
references from those of the culture and of the mdaer.
Hardware elements consist of a series of boardyphliinto a
modular and autonomous rack that conveys busehartd
data. All boards are configurable and work in ré&ak.

C. Software

The software is programmed in C++. It contains foasic
parts, three of which are graphical user interfg€adls) that
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work offline and offer visual supports to contraldamonitor
the experiment. The fourth one is the Real-time |&ption
(ReTA) which recovers the information from the Glidad
from the hardware, and pilots the hardware. ReTthésheart
of the software part, and as such must be monittareebrk in
real time.

We detail in this section the tasks of the ar@i@art of the
Hynet (Fig. 2). They are: A. the acquisition of Ibigical data,
B. the data processing resulting in decisions ¢tselthe loop,
and C. the generation of electrical stimulatiomaig.

THE CLOSEDLOOP

A. Acquisition
The hardware unit measures electrical signals ftom
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bus in order to be digitalized.

3) DIGI board: this controls a subset of the rack’s channels.
More precisely, it manages:

3.a) the digitalization of the biological signals. Theard is
equipped with a Xilinx® FPGA (configurable digitaircuit)
that controls 2 Analog-to-Digital Converters (ADClach
ADC converts each one of the 8 channels with aluéea of
12 bits and sampling frequency of 40 kHz. This dargprate
is specified to ensure a high quality reconstructaf the
neurons dynamics for offline processing. Furtheenas the
A/D conversion is implemented within the rack, noalag
signal is conveyed inside the digital environmerift tbe
computer, which limits the noise.

3.b) the data transfer between the rack boards and the
computer PCI (Peripheral Component Interconnectrdo

cultures on the MEAs and conveys them to the soéiwa The acquisition data is transferred in parallel maoas it may

Incoming analog signals have a low amplitude (1008 pV,
mainly in the 100-Hz — 10-kHz bandwidth) and a higlise
level (up to 1 mV in lower frequencies and aboupdms in
the 100-Hz — 10-kHz band). The hardware outputstadig
signals, with a 12-bit resolution and 40-kHz samgpli
frequency per acquisition channel. The hardwaeimposed
of: the MCS suite, and boards identified as ACQridsaDIGI
boards and a PCI board (Fig. 2).

correspond to a large data flow if all channels active;
stimulation data, which is sparser, is transfegedally. Both
are clocked at 16 MHz.

3.c)the control of the i2c bus, that manages the datatyol
and clock signals for the acquisition boards (A@QJl for the
stimulation boards (STIM and STT detailed further).

Each DIGI board controls 16 acquisition channeld &n
stimulation channels. For a 60-acquisition and tadtgation

1) MCS suite:The bioware is plated on a multielectrodechannels Hynet system, 4 boards are necessary.
array, MEA200-30 from MultiChannel System™ (MCS) 4) PCI board:this board is the bridge between the rack and

(diameter is 30 um; interelectrode distance is [281). The
60-electrode signals are available as parallelognautputs of

computer’s PCI (Peripheral Component Interconniees) The
necessary data transfer rate for a 60-channel Hyset

the MEA200-30. This MEA is inserted in the MEA1060approximately 5 MiB/s, (with 12 bits — 40 kHz saingl per

preamplifier from MCS, with a voltage gain of 1200he
preamplifier is connected to the BBMEA breakout Héor
physical connections) from MCS. This system prosidm®
easy access to the 60 recording analog channdls [26

channel), well below the 133 MiB/s (133.220 bytesr p
second) of the PCI transfer protocol. The PCI drimedule is
written in C++ and runs on Windows XP Other operating
systems may provide a better platform for real-tprecessing

2) ACQ board:we designed these boards to filter, isolatgvith complex functions. However we chose to use dims

optically, and amplify the analog signals from bae.
Remaining EEIP noise is reduced by first-order fpghs
filters (0.1 Hz cut-off frequency). The gain of Bachannel is
individually controlled between 1 and 12 700. Thaints
control signal uses a serial i2c protocol (Inteegrated
Circuit [27]). Each ACQ board manages 4 channeisfos a
complete 60-channel recording system, 15 ACQ boards
necessary. The amplified signals are conveyed taratog

Hardware

XP as our software performs real time in the expents we
conducted, and it is supports other proprietarywsof used
during or after the experiments (MCS suite, Matlab)
Currently, the software launches a warning/errgusece if 2
consecutive samples are not processed in real time.

The hardware we developed for the Hynet is not aditipe
with current commercial system [26, 28] in terms stéitic
performances; but although individual boards preckss

Software
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Fig. 2. Detailed view of the Hynet closed loop.eTécquisition begins by the MultiChannel System™C@®) suite, with 60 analog channels. Signals are
amplified by the ACQ boards and digitized by th&Diboard. The PCI board conveys the digital sigiakhe software domain. The Real-Time Application
(ReTA) processes the data and can pass it to ptheessing units by a TCP/IP communication. Thawttion flow starts at the software level, initdtby

an external processing unit or by the ReTA. The B@ird sends the control commands serially to ti& Doard. The Stimulation Trigger (STT) and
Stimulation boards (STIM) convert the digital sighato 30 analog signals that are applied to thiuce by the channels of the MCS Suite.
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channels, the user can customize the experimenksha the
modular architecture and the boards’ configurapbilit

However the real benefit of the system lies in ria@l-time
features of the processing (including the softwénaj are not
present in commercial systems.

The biological signals are available to the sofayavhich is
designed as a Real-Time Application (ReTA). Itsctions
are:

139

use the standard deviation (SD) of the signal asstimation
of the noise. The threshold is defined as a melt{p) of SD.
“n” is normally set in between 3 and 5, in ordeatmid spike
detection errors (false negative or false positietection).

In order to present less than 1 %o of false positigeisions
(the system interprets noise as a spike), “n” isallg set to be
larger than 3. The maximum value is 5, after witioh false

negative decisions (true spikes are not detected) tao

1) Raw signal monitoringdata from 60 channels can befrequent. SD is continuously updated on line.

displayed in real time on the computer screen (Figy). A

For our application, a “burst” is a pattern of Nkgs on the

zoomed view can also be selected for a single a@iansame channel in a temporal window of duration Wr Fo

(Fig. 3.C).

example, if a channel has three or more spikes 8\in less

2) Events detectionthree types of patterns are extractedhan 10 ms (W = 10), this event is considered tcalsurst.

from the raw neural data: spikes, bursts, and $tisnartifacts.

A spike is a short electrical depolarization of allc
membrane. Extracellular spikes often reach ammguadf
50 pVeil (equivalent input level). After hardwareopessing,
noise amplitudes are estimated to be about 15 puVhénks
to this level difference between spikes and napi&es can be
detected by thresholding the signal, but the optintlireshold
AC and DC may differ over the channels or even\evalver
time.

ReTA presents two techniques to set the thresHdild.first
one is to define it as a fixed voltage value, deditby the user
(for example by looking at the monitored signalheTsecond

Both values, N and W, are programmable by the heéare
the experiment.

To implement burst detection, we create at the stathe
experiment a circular buffer for each channel wharburst
detection is required. Taking into account the damgp
frequency (f) of the acquisition, the number ofnedmits of a
buffer is (W.f). After each acquisition samplingetbuffer is
updated; depending on the values of the first eftraad the
new element, the total number of spikes (S) is ghdnthe
first element is overwritten by the new elementd ahe
pointers of last and first elements are increasethe total
number of spikes in the buffer reaches the numbspiées in
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Fig. 3. Real-time monitoring of neural burstingigties induced by stimulations. (A) 60 raw sigaah 1-second windows. (B) Bursts detection figome
the 60 channels; white: no burst detected; greysthaetected within the last 0.25 s. (C) A zoomiswof one channel. We highlighted the stimulus and
evoked burst. (D) Inter-Spike Interval (ISI) angd ost-Stimulus Timing Histogram (PSTH) for onemheal. IFR stands for Instantaneous Firing Ratelks, 1B
stands for Inte-Burst intervals; IFR and IBI are not presented |
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a burst (S N), a burst is validated for the current timestamp reported in the literature to be efficient (withspect to

Stimulus artifacts are detected by a simple thrigshg
method. Biologically effective stimulations generadrtifacts
that saturate the acquisition channel. Consequerttig
threshold is relatively easy to fix before the expent.

measurements of the responsiveness of neuronaftesijtand
secure (considering the mean life time of neuraeds) [24,
25]. Four parameters are tunable in a bipolar putee
positive (V+) and the negative (V-) voltage levedsd the

3) Events detection monitorind:he three types of events positive (TV+) and the negative (TV-) widths. Thage width

can be monitored online. The events evolution diree is
indicated by color coding (Fig. 3.B). Inactivateldaanels are
white. Once an event is detected, the corresponcliagnel
passes immediately to red, and then progressiigiyehs: it
provides visual information about signal propagatia the
culture.

varies from 50 ps to 3.27 s, with a 50 ps step, tedpulse
levels range varies from 0 to 10V, with a 4 m¥pstin a
second level of abstraction, pulses can be repdagide a
“group”. Two parameters are configurable in a grothe
number of pulses and the pulse period. The lastl le¥
abstraction is the pattern, composed of the reépetif groups

4) Statistics computinghe online detected events are alsavith a defined group period. Fig. 4.E presents Gdai the

used to compute statistics, such as instantaneong fate
(IFR), inter-burst interval histogram (IBI), intspike interval
histogram (ISI), and post-stimulus-time histograRSTH).
These statistics are commonly used
experiments. They are also plotted online (Fig. 8nd E).

in neurophygyolo

configuration of the stimuli pattern and Fig. 4tfe fassociated
stimulation signal and its parameters. These puttare stored
in a file, which can also be stored in a library.

3) The Linker: defines the relationships between the
conditions defined in step 1, the pattern describesdep 2 and

5) Storage:All the data are stored on the hard disk fothe stimulation channel. With this modular configiimn,

offline analysis. The raw signal is stored in aki2format,
and a transtyping operation is done to save spia&e Bvents
and Statistics are stored as timestamps in aitext f

experiments can be designed with a reuse methogldieged
on library elements (conditions, stimulation patterfrom
previous experiments). Logical AND, OR, and PIPE

6) Channels selectionto optimize the computational load, conditions, timers, and/or patterns are programraedhis

the user can configure processing on an individimennel.
Useless channels can be deactivated, keeping rasoeinces
for ReTA or other real-time programs running on #Hamne
machine.

stage. Fig. 4.G presents the GUI for the linker &gl 4.H
shows an example of linking.

4) The Real-Time Application (ReTA)nterprets the
command files of the Linker, launches the differémeads

7) TCP/IP interfacein order to share the information with and circular FIFOs, establishes the TCP/IP comnatioic,

other programs, a TCP/IP (Transmission
Protocol/Internet Protocol) interface is includadReTA. The
packages are configurable: they provide the tinmgssaand
statistics of a selected event.

B. Closing the loop with the software

Our methodology to configure the closed-loop experit
comprises four software steps (Fig. 4.A):

Contrand drives the PCI (Peripheral Component Intercotreard.

Fig. 4.B presents the command window of the maint Gflthe
ReTA, effectively closing the loop of the experirheim the
center of the window, a panel displays the numlberetected
conditions (from step 1) or sent stimulations (fratep 2)
from and to the hardware.

C. Stimulation

1) The Condition Descriptorconfigures the events in the After the Acquisition hardware and the Softwareg th

acquisition that launch a stimulation pattern. Atgra can be
launched: (a) continuously and/or periodically dgriall the
experiment; (b) only at the beginning of the expent (e.g.
for a training or calibration task); (c) in respert® a manual
user request (e.g. by clicking a button); (d) ispense to
requests from another program, received throughC®/TP
interface; the purpose of this feature is to allB&TA to
interact with other programs; or (e) if a conditiom the
acquisition is reached. The condition in the adtjais can be
defined as a complex input pattern. This pattedefned by a

Stimulation hardware completes the closed loopveayh

The Stimulation hardware is the bridge back frone th
Software to the Bioware. The first blocks of thémiation
hardware is the same PCIl and DIGI boards as destfdy the
acquisition. The DIGI board controls two types ofbds used
for stimulation: the Stimulation Trigger (STT) bdar and
Stimulation (STIM) boards (Fig. 2):

1) Stimulation Trigger (STT) Boardthese are in charge of
triggering the stimulation signal (a biphasic stiation pulse
as described in the previous section). They proiidersidual

sequence of time intervalsT). Each interval has a quantity of trigger sequences for each channel. An i2c local ¢dantrols

spikes, bursts or statistics (N) and a test (equahter, lower).
Fig. 4.C shows the window of our Condition DesaiptFig.
4.D shows a complex condition based on a spikectiete
These patterns are stored in a file, which cantbeed in a
library.

2) The Pattern Descriptor:configures the stimulation
patterns. The basic element of the pattern is theep Bipolar
voltage pulses, starting with the positive cyclavén been

this process. The resulting stimulation patterns dze
configured by: the number of pulses in a group; pemof
groups in a pattern; periods of pulses and grobjgs 7.B), as
configured in the step 2 of the software. Each S3o&rd
triggers 2 STIM boards, corresponding to 8 stimafat
channels. A 32-channel stimulation setup requireST#
boards.
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Fig. 4. Description of a closed-loop experimert) The Condition Descriptor defines the acquisitipattern that triggers a stimulation. The Pattern
Descriptor defines the stimulation signal. The lenkssociates the relevant channels with the prewvdescriptions. The ReTA reads this configuration
and processes online the data to and from the (BEThe command window of the ReTA application aigsthe loop. The left part of the window
presents the current status of the loop and i@rpeters. In the center box, the number of conditaetected or stimulations launched are updateehin
time. This interface generates and reads reportiseoéxperiments (right part of the window). (C)eT@ondition Descriptor's GUI window and (D) An
example of condition setting. Three information pase one elementary condition: the data we ararigdbr (spike or statistics), the logical testiaf
less, greater, ...), and the time intervdl. Each complex condition is composed of one orenti@sic conditions. In this example, the complexdition
is composed of 3 elementary conditions. The feshie detection of more than 10 spikes ovEt; the second is the detection of exactly 3 spikes

T2, and the last is the detection of at least 1lasslthan 10 spikes ovel 3. During the acquisition, a theoretical windowegps the signal to look for
the condition. (E) The Stimulation Pattern Desanijst GUI window and (F) Example of a stimulationtiean and its parameters. Four parameters are
tunable in a bipolar pulse: the positive (V+) ahd thegative (V-) voltage levels, the positive (T\&rd the negative (TV-) time widths. Two parameters
are configurable in a group: the number of pulses the pulse period. The last level of abstractiothe pattern, composed of the repetition of gsoup
with a defined group period. (G) The Linker's GUindow. (H) An example of linking. The library elenmts from the previous steps (conditions,
stimulation patterns and timers) are linked usiogidal functions AND, OR, PIPE conditions and theamrnels numbers. The Linker also relates the
acquisition patterns (left part of the figure) be tstimulation patterns (right part of the figure).
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2) Stimulation (STIM) Boardsithese generate analog The simplest experiment (A) consists of an offlaralysis.

stimulation signals, which are applied to the MBAc&odes.
Each board individually controls 4 stimulation chals. For a

In this case, only the raw data storage and monganust be
in real time. The mean delay is 25 pus (A). In tbése the

32-channel stimulation system, 8 boards are negessasampling frequency can be tuned to 40 kHz, incrgpdietalil

Individual cables for each channel convey signalthe MCS
suite.

in the spike waveform.
Adding other real-time processes increases theydélae

The MCS suite is the same suite as the one usetthéby most resource demanding online detection (everictleh on

acquisition flow. The MEA has a parallel access fbe
acquisition and the stimulation of each of the etae sites.
The user configures the distribution of the stirtiolachannels
among the 60 electrodes by on-board hardware sgtch

We intentionally limited the number of stimulatiohannels
to 30, as single stimulations are proven to alrehdye an
effect on a population of neurons distributed cowgmore
than one channel. In any case, the number of siioul
channels could easily be increased on our systeradoiyng
more DIGI, STT, and STIM boards.

IV. RESULTS

A. Acquisition

In extracellular measurements, as is the case oAsviEhe
typical data bandwidth is about 3 kHz for spikeed&bn [29],
which implies a Shannon frequency of 6 kHz [30]. Wmse
to run our system with a minimum 10 kHz samplintg r&and
then a period of 100 us), to ensure a correct stoaction of
biological signals in real time. A higher samplirgte (e.g.
40 kHz) would give more information about spike st
which is not a priority for the experiments we plan

Thanks to its tunable architecture, our acquisitsystem
can provide different outputs changing its proaesgdielay.
We present the delays related to different expeariméA to E
in Fig. 5), going from 25 ps (A) to 60 us (E).

all channels in a 10 ms burst window) adds 15 ps (@e
statistic function requires 15 ps (C).

The delay to send data to the TCP/IP layer is ®ps
average. Raw data is not sent because it is tooumss
demanding. If event detections (D) and statisti€sdre sent,
the process delays are, respectively, 45 ps aps60

In the most complex experiment, all the informat{enent
and statistic) is sent to the TCP/IP layer with @mdelay of
60 ps. If we stick to the initial specificationrfieal time, of a
100 ps global delay, 40 us are still available dser-defined
additional functions.

B. Stimulation

Stimuli can originate from three different sourc@g: offline
data programmed before the beginning of the exparin(b)
user action; and (c) requests from another progesmived by
the TCP/IP interface. In terms of timing, (a) ar) @re
directly implemented from the ReTA. For (c) we mteie
into account the time necessary for ReTA to actiesdata
from the TCP/IP layer. Once the ReTA “knows” thatnust
launch a pattern, the mean time for processingitiiraghe PCI
driver is about 5 us. With 1 us more, the data gas$Cl bus
and access the DIGI boards. These delays suppB&&vaith
only ReTA running besides the Operating System {(G®)
PCI bus must be permanently available for the Hyimeany
case, these delays are controlled and all buffersrenitored

Fig. 5. Data propagation delays of the acquisitibain as described in Fig. 2 for different expemtal configurations (A to E). The simplest expeitis
delay is 25 ps for real-time raw data storage anditaring (A). The most complex analysis requir@s6 (E).

Input : Software : Hordware Bioware
Offline / '
Data /7
: Cells
TCF/IP : STT
layer g ReTA PCI DIGI STIM MCS
Online sufe
User : :
—_— ; » — » » »
Spus : Sus l Ms 5 s Analog Analog

Fig. 6. Propagation delays for the stimulationinr(és described Fig 3). The total mean delay, ftbencommand in the TCP/IP layer to the biological

cells. is 16 u¢
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(software access to internal registers and timinfishe delay
for a task is too long, a warning/error sequendatached.

From DIGI boards to STIM and STT boards,
programming time is 5 us (fixed delay). Analog silgnare
transferred from the STIM boards to the culturesthw
propagation delays that are negligible when conpaie
digital ones. The total delay for the stimulatioham is
therefore 16 ps on average (Fig. 6).

C. Closed Loop

“Real time” in a Hynet system is a strict consttaiit
implies that within the time step between 2 acdjoiss, all the
online processing on the available data has beetuéed (and
has generated a consequent stimulation). The ‘tus®
period” is the time taken by the system betweeratitpuisition
and the related feedback stimulation. This peribdugl not
bypass the maximum sampling period.

theaesearch

Science instruments [26, 28]. Its great advantagthe real-
time closed loop. This feature is until now onlyegent in
laboratories, with an equivalent number
acquisition, and similar (double) stimulation chels{17, 18].
The Hynet carries out a bidirectional communicati@iween
a cell culture and an artificial system. Commundaratin the
Hynet is possible through multiple parallel chaspelsing the
multielectrode interface. The transmission delayhia closed
loop is low enough to allow a 10-kHz sampling rated still
leave time for processing reaction stimuli, whdasuring real-
time. The Graphical User Interface (GUI) providekiendly
and portable interface; it proposes a template dbrio
standardize the experiment description.

The Hynet system design is intended to be highhalble.
Different types of experiments are currently betmpnducted
using the Hynet: we are investigating plasticitychemisms in
cortical neural networks [19], we are studying erdd neural
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of

The propagation times across the modules of Hymet &,qnyorks exposed to electromagnetic waves, and we a

summarized in Fig. 7. The software environment indws
XP™
Measurements were made individually for each block.

running on a Bi-Xeon, 4 GB RAM, 3 GHz PC

exploring the dependence to glucose of the eledtactivity
of pancreatic beta-cells [8].
In studies on plasticity in neural networks, théerof the

A 10-kHz sampling frequency corresponds to a 100 Wgificial part is to evaluate the relationship ween the
evolution of the network dynamics and a “consistent

period available for the loop. By summing the diginodules’
delays (as the analog ones are negligible), weirohtalosed-
loop period of 46 us. In this case, we have thepkEst
acquisition chain (25 ps), a closing-loop sequeicgs), and
the simplest stimulation chain (16 us). More th&anus are
then available for the software at each time steglose the
loop.

V. DISCUSSION

Into this time interval of 50 us, the ReTA can [@sg a
complex experiment as described in section IIl.B$tg the
loop with the software). The processing time fog ttosing
loop depends on the complexity of the task. Fomgta, we
have applied on all 60 channels a condition compagewo
terms. The first one is a spike firing rate betw2eand 10 in a
time interval of 20 ms; the second term is a rgstime (no
spikes) during the following 20 ms. If the conditits fulfilled
by any of the 60 channels, the system triggeréaubts in all
of the 30 stimulation channels. The average contipatéime
for this test is 26 us.

feedback. By consistent feedback, we mean thabitilegical

network is informed in real-time about the actuahsory
consequences of its activity, just like an “unpesgmed”

living organism embedded into the real world. Iis ttbrain-

in-a-box” paradigm, the biological brain is in conmnication

with the “outside body”. Two essential features aegessary
for the experimental set-up in this project: (i)alrféme

biological signal processing and real-time commatiin

(already functional in Hynet); and (ii) feedbacknétions to
drive a dissociated network to adapt its evokegharses to
stimuli in a learning-like process. Thus, we car the Hynet
to invest bioinspired learning and plasticity fuoos at the
network and at the cellular level.

The second series of experiments using the Hyreteisy
aims to study the influence of electromagneticdfiebn neural
networks. Cultured cortical preparations are exgoge
repetitive and controlled fields (using a custonpasition

system in which an MEA is embedded) that reproduce

Bluetooth or other GSM microwaves. For such an erpnt,

This Hynet system conveys fewer channels than ourrethe artificial part (presently computed by softwWais a
commercially available systems from MCS or BiolLogimetwork of conductance-based neurons. The Hyneshed to

Fig. 7. Data propagation delays of the completedtclosed-loop. The minimum closed-loop procesgiegod is 46 ps. For our specification (10 kHz
sampling frequency), more than 50 ps are thenahailfor the software during each period to clbseldop.
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investigate the evolution of activity and conneityivof
biological cells, while the artificial neural netrko has
inhibitory or excitatory actions to control or cahcthis
evolution. It may also be useful for investigatithggrapeutic
usage of electromagnetic waves, although this it it®
primary goal.

The third series of experiments, a study of eleatractivity
of beta-cells of the pancreas, could be usefutaviging give
a key to a better life for diabetics. The fundaraéstudy on
the behavior of such cells shows that the firintg r@presents
the glucose concentration and is modulated by aganth as
the GLP-1 (Glucagon-like Peptide-1). This new modél
help us to develop our understanding of the elesltrcode
used by these cells to translate glucose/nutriertibne
signals into precisely adapted secretion of insulirglucose
sensor that reacts in real time, which is capalfléaking
hormones and other nutrients into account and téctiag
hypo/hyperglycemia, represents an important need
challenge for life expectancy, life quality and road costs of
a growing number of diabetic.

Even though this system is operational and usdfus, of
great interest to increase the number and the tgendi
acquisition channels in order to increase the Betsfi the
information or simply for parallel computing penfioances. To
increase the number of acquisition channels, wen
integrate the preamplifier function, which is orfettee factors
that limit large-scale acquisition. Also, we intetmdmaintain
the closed-loop real-time feature essentially fapegiments
that address the investigation of hybrid networkBus we
intend to integrate data processing on the hardwarg with
smart sensors.
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