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Abstract—This paper presents the software tool Easy Java Simulations (EJS) designed to build the interactive applications in Java. It has been created to be used by students, professors and scientists without special programming skills, and it is particularly suitable for use in engineering education. The problem known in optimal control theory as brachistochrone problem is considered confirming the ability of EJS tool to build networked solutions with high degree of interactivity and visualization.
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I. INTRODUCTION

The rapid development of information and communication technologies allowed the educational process to become independent of time and space. This facilitated the introduction of distance learning in regular curriculum and simplified educational process both for teachers and students.

Interactive scientific simulations play important role in control systems education. They help students to understand the behavior of system or phenomenon under study in an appropriate way. Virtual and remote laboratories help them even more, since students can perform their laboratory work from any place at any time. Simulations, virtual and remote laboratories intended to be used in distant learning courses are located on the university servers. Distant users access them via Internet using their PCs or mobile devices and perform lab work through on-line experimentation services. This flexible education paradigm is shown in Fig. 1.

Sophisticated interactive simulations are usually created in Java programming language. Development of such simulations demands a lot of time and advanced programming skills. This means that in general only professional programmers can develop them. Scientists, professors and students, who were not professional programmers, were unable to develop them, although they had all necessary theoretical knowledge and understanding of system or phenomenon to be simulated. A group of scientists recognized this as a problem, and started to work on a software tool that would meet the requirements of non-professional programmers in developing useful and effective interactive simulations. This resulted in new software tool based on Java that was, because of its simplicity and ease in use, symbolically called Easy Java Simulations (EJS).

Useful interactive simulations, in the form of remote and virtual labs can be created with Easy Java Simulations [1]-[5] in almost every scientific field. The numerous examples of such simulations can be found in [1], [2]. Particularly interesting was to investigate the possibility to use EJS in optimal control theory to demonstrate the famous brachistochrone problem [6]-[8], and its solution. The results of this investigation are presented further.

The layout of the paper is as follows: in Section II we give a brief review of the brachistochrone problem solution that is one of the earliest applications of the calculus of variations; Section III addresses to Easy Java Simulations, as a modeling tool for rapid creation of simulations in Java. A concrete implementation related to the analysis of movement along the
II. THE BRACHISTOCHrone PROBLEM

A. A Problem Formulation and Solution Elements

The brachistochrone problem is one of the oldest problems that in fact initiated efforts towards calculus of variations [6]. Namely, in the June 1696 issue of Acta Eruditorum, Johann Bernoulli posed Invitation to all mathematicians to solve a new problem, which can be simply stated as follows [7]:

If in a vertical plane two points A and B are given, then it is required to specify the orbit AMB of the movable point M, along which it, starting from A with zero speed, and under the influence of its own weight, arrives at B in the shortest possible time.

Set the coordinate system as in Fig. 3. Let us note at some point the position of the particle M with mass \( m \). Its kinetic and potential energy are respectively given by \( mg(H - y) \) and \( mv^2/2 \), and, according to the conservation of energy, their sum is constant, i.e.

\[
mg(H - y) + \frac{mv^2}{2} = K. \tag{1}
\]

At the beginning, let the material point move without the initial speed \( (y = 0 \text{ and } v = 0) \), and so \( mgH = K \). In this way we get

\[
v^2 = 2gy. \tag{2}
\]

Since \( v = \frac{ds}{dr} \) and \( \left(\frac{ds}{dx}\right)^2 = \left(\frac{dy}{dx}\right)^2 + 1 \), it follows

\[
dt = \frac{ds}{\sqrt{2gy}} = \frac{\sqrt{1 + y'^2}}{\sqrt{2gy}} \, dx, \tag{3}
\]

where

\[
y' = \frac{dy}{dx}. \tag{4}
\]

The total duration of the movement from A to B to be minimized is then given by

\[
T = \frac{1}{\sqrt{2g}} \int_0^x \sqrt{1 + y'^2} \, dy. \tag{5}
\]

B. The Variational Calculus – The Necessary Conditions for Minimum

We consider the problem of selecting a continuously differentiable function \( x(t) \in \mathbb{R} \) with respect to the set of all real-valued, continuously differentiable functions, in order to minimize the cost function

\[
J(x) = \int_{t_0}^{t_f} \Phi[x(t), \dot{x}(t), t] \, dt \tag{6}
\]

on the interval \([t_0, t_f]\). Therefore, it is necessary to determine the optimal trajectory \( \hat{x}(t) \) from the set of all admissible trajectories \( x(t) \). It is assumed that the function \( \Phi \) is continuous in \( x, \dot{x}, \) and \( t \), as well as has continuous partial derivatives with respect to \( x \) and \( \dot{x} \) [6]. Recall that the cost function given in (6) is known as the LAGRANGE form. An admissible, but not necessarily optimal trajectory \( x(t) \) for all \( t \in [t_0, t_f] \) can be expressed as

\[
x(t) = \hat{x}(t) + \varepsilon \eta(t), \tag{7}
\]

where \( \varepsilon \) is a small number, and \( \eta(t) \) is a variation in \( x(t) \). Applying the theory of the variational calculus the necessary conditions can be developed [6]:

\[
\frac{\partial \Phi}{\partial x} - \frac{d}{dr} \frac{\partial \Phi}{\partial \dot{x}} = 0, \tag{8}
\]

and

\[
\frac{\partial \Phi}{\partial \dot{x}} \eta(t) = 0, \text{ for } t = t_0, t_f. \tag{9}
\]

The partial differential equation (8) is commonly known as the EULER-LAGRANGE (E-L) equation, while the associated transversality conditions are given by (9). By this equations a
two-point boundary value differential equation is specified which, when solved, determines a candidate for an optimal trajectory in terms of a known $\Phi$.

Some particular cases of $\mathcal{E}$-$\mathcal{L}$ are:

1. Suppose that the Euler function $\Phi[x(t), \dot{x}(t), t]$ is independent of the variable $x$ (in dynamics this variable is called an ignorable coordinate). Then, $\mathcal{E}$-$\mathcal{L}$ results in

$$\frac{d}{dt} \frac{\partial \Phi}{\partial \dot{x}} = 0 \Rightarrow \frac{\partial \Phi}{\partial \dot{x}} = \text{const.},$$

which is the principle of conservation of conjugate momentum in dynamics.

2. Suppose we consider a time invariant system and the Euler function $\Phi[x(t), \dot{x}(t), t]$ is independent of the time $t$. Then we write:

$$\frac{\partial \Phi}{\partial x} - \frac{d}{dt} \frac{\partial \Phi}{\partial \dot{x}} = \frac{\partial^2 \Phi}{\partial x \partial \dot{x}} \dot{x} - \frac{\partial^2 \Phi}{\partial^2 \dot{x}} \ddot{x} = 0,$$

or

$$\dot{x} \frac{\partial \Phi}{\partial x} - \frac{\partial \Phi}{\partial \dot{x}} \ddot{x} = \frac{d}{dt} \left[ \Phi - \dot{x} \frac{\partial \Phi}{\partial \dot{x}} \right] = 0.$$

This means that

$$\Phi - \dot{x} \frac{\partial \Phi}{\partial \dot{x}} = \text{const.},$$

which is referred to as the conservation of the Hamiltonian. It is in the literature known as the Beltrami identity.

3. If $\Phi[x(t), \dot{x}(t), t]$ is independent of $\dot{x}$, then Euler-Lagrange equation becomes simply

$$\frac{\partial \Phi}{\partial x} = 0.$$

C. The Solution of the Brachistochrone Problem

In space-relative terms as in solving the brachistochrone problem (5), we have the Euler-Lagrange condition

$$\frac{\partial}{\partial y} - \frac{d}{dx} \frac{\partial}{\partial y'} = 0.$$

Since the Lagrangian $\Phi[y, y', x] = \sqrt{1 + y'^2}/y$ in (5) is particularly nice since $x$ does not appear explicitly. Therefore, $\partial \Phi/\partial x = 0$, and we can immediately use the Beltrami identity

$$\Phi - y' \frac{\partial \Phi}{\partial y'} = C,$$

which yields

$$\frac{1}{\sqrt{2gy}} \sqrt{1 + y'^2} = C.$$

After squaring both sides and rearranging we can compute

$$\left[ 1 + \left( \frac{dy}{dx} \right)^2 \right] y = k^2,$$

where the square of the old constant $C$ has been expressed in terms of a new positive constant $k^2 \left( = 1/2gC^2 \right)$. The equation (18) can easily be solved by the parametric equations

$$x = \frac{1}{2} k^2 (\theta - \sin \theta),$$

$$y = \frac{1}{2} k^2 (1 - \cos \theta).$$

III. Easy Java Simulations Fundamentals

Easy Java Simulations is a freeware, open-source tool developed in Java, specifically designed for the creation of interactive dynamic simulations [1]. EJS was developed for the Open Source Physics Project [2], which was established to create and distribute curricular material for physics computation. As a free software tool, EJS is not only used in creating interactive simulations, but also to create virtual and remote laboratories [1], [2]. A very important feature of EJS for the control systems education is its possibility to use Matlab and LabView as external applications. This actually, enabled EJS to be used in remote laboratories development.

EJS architecture is based on the model-view-control paradigm [4]. It means that interactive simulations must consist of the following parts:

- system or phenomenon description using variables and relations among them,
- graphical representation of the system or phenomenon states,
Following the model-view-control paradigm, simulations in EJS are structured in two main parts: the Model and the View [3]-[5] (see Fig. 4). Additionally, there is a part named Description which contains the theoretical introduction of simulated system and gives students instructions how to use the simulation. The Model describes the behavior of the system or phenomenon under study using pages with variables, ordinary differential equations, and Java code. The View provides the visualization of the simulation and graphical elements for user interaction. Model and View are interconnected so that any change made in the Model automatically reflects on the View and, vice versa, any user interaction with the simulation automatically modifies the value of responding model variable.

The Model of the system is created by defining the set of variables that describe the system state and specifying the equations that determine how this state changes with time [5]. Ordinary differential equations are written in EJS ODE editor in a way similar when writing them on a paper. If necessary, additional Java code can be written in order to show, more faithfully, system behavior during simulation execution. Besides that, some user defined classes, methods and actions can be realized writing this additional Java code, especially when the simulated system or phenomenon is complex. The View is created using a built-in library of ready-to-use graphical elements. These elements have the properties which values can be modified to customize the elements’ behavior and visual display. In this way it is possible to connect properties of the view’s graphical elements with model variables. Graphical elements properties also provide the possibility of evoking user defined actions when user interacts with the simulation.

When both the Model of the system and the View are defined, EJS generates the simulation Java source code, compiles it, packages it into a .jar file, and runs it as an independent process. The simulation can also be generated as an applet, so that the simulation execution can be controlled from the web browser [5].

IV. CYCLOID VIRTUAL LAB

A. Building the virtual lab

The cycloid simulation is designed to encompass two cycles.

The first cycle shows moving of two particles from point A to point B of which the orange one is moving along the straight red line and the blue one along the unknown path. It can be seen that the blue particle reaches point B before the orange one, moving along a curve, Fig. 5.

The second cycle shows the rolling of a circle along the x-axis together with the blue particle fixed on it, Fig. 6. This cycle proves that the curve obtained by moving the blue particle in the first cycle is a cycloid. The building of the virtual lab in EJS implies the definition of both the Model and the View.

Defining the Model

The first step in building the simulation is defining the Model as it is given in Fig. 7. Although the Model part of EJS consists of six sections only four of them were used to develop cycloid simulation.

The most important task in defining the Model is to choose model variables in an appropriate way. This means that
variables have to be chosen to be easily used to describe particles moving, to obtain clear visual display, and to provide simple user interaction. In the Variable section general variables, variables for the blue particle moving, variables for orange particle moving and variables for simulation visualization are defined. Variables that describe size and ratio of all graphical elements necessary for simulation, constants \( \pi \) and \( g \) (gravitational acceleration), and number of cycloid points are defined in general variables tab. Variables to define moving of blue particle and circle, and orange particle are defined in two separate tabs and some of them are: blue particle moving period, blue particle acceleration, circle radius, circle center coordinates, kinetic, potential and total energy. The last tab contains variables which determine what graphical elements are to be displayed in a particular simulation cycle, and whether the energy plots are to be visible or not.

The Initialization section contains simulation initial conditions, and the Evolution section contains ordinary differential equations which describe moving of both particles. A simple Java code to control simulation execution is written in the Fixed relations section as well as relations necessary for computation of kinetic, potential and total energy. This Java code determines the duration of simulation cycles and whether the simulation is to be paused or reset. The simulation is paused when the first cycle terminates, and is reset when the second cycle terminates.

**Defining the View**

Visual display of simulation is necessary for controlling the simulation execution. It provides simulation visualization and user interaction.

The View part of cycloid simulation is divided in drawing frame and plotting panel, Fig. 8. Drawing frame consists of drawing panel and buttons panel. Drawing panel contains all view elements necessary for simulation visualization (particles shape, arrows for \( x \)-axis and \( y \)-axis, text for obtaining cycloid, analytic curve for displaying the cycloid,...), and buttons panel contains buttons for simulation execution control and user-simulation interaction (play/pause, step and reset buttons, check box to turn on and of energy plots). Plotting panel displays energy plots and shows changes of \( x \) and \( y \) with time.

**Defining the Description**

Description part of cycloid simulation contains pages with basic theoretical information regarding the brachistochrone problem and its solution, Fig. 9.

B. Running the virtual lab

The cycloid simulation can be run as a stand-alone application and as an applet. For the distance learning implementation it is more convenient to run it as an applet given in Fig. 10.

The contents of the generated HTML page can be seen on the left side of the page. The first two items represent theoretical introduction to the brachistochrone problem and its solution. Selecting them student gets familiar with the problem to be simulated. Clicking on simulation item, the applet is generated on the right side of the page. The control of the simulation execution and interaction are obtained by clicking on one of the control buttons (reset, play, and step). For showing the energy plots the check box has to be selected. In this way student can track how the energies of a blue particle change depending on its position. Fig. 11 shows potential (blue trace) and kinetic energy (red trace), and proves that total energy (green trace) is constant over the whole duration of blue particle movement as stated in Section II. This figure also shows the change of blue particle position along \( x \)-axis and \( y \)-axis.
V. CONCLUSION

In this paper we presented a new approach to building the special interactive environment to be used in control systems education. It is based on the idea that the non-programming instructors create their own innovative pedagogical tools. To illustrate this approach, in order to improve the learning in optimal control theory, a concrete application in Easy Java Simulations related to the brachistochrone problem is developed. Future work will apply primarily to new uses of the considered concept.
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