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Abstract—In this paper we propose a method for digital image recognition and classification in real-time applications. The paper describes this method in both ways, giving a theoretical background and our implementation. The method can be useful in different scientific fields, and can be utilized for research, education and professional purposes. In this article we present results obtained by our method in the fields of security services and traffic control. All results were obtained using a stand-alone application developed in MATLAB software package and using C++ program language.
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I. INTRODUCTION

In this stage of industrial development, the biggest question is how to automatize processes in manufacturing, transport, delivery and pricing of products and transport and identification of people. Therefore, the main contemporary research in digital signal processing is concentrated to the development of quality software algorithms and methods for recognition and categorization of different signal types. In the following text we describe a possible solution for image processing.

Through the increase of the processing power of computers, digital image processing has been rapidly developing and now is a part of almost every industrial branch. Different operations on image are used today in various fields, from space research, to different industries and security services to medicine and entertainment industry. The main goal in all of these different fields is to recognize two identical images or to recognize some parts of two different images and categorize them. There are many existing solutions, but we still have open questions in this field. This paper presents one possible solution regarding the open topics of real-time image processing which can be used in different (research, educational and professional) purposes. The main goals of this method are to recognize the same images and categorize them in some type of databases [1].

Software was developed in MATLAB software package and C++ program language. We chose this specific combination in developing to assure the best characteristics from both tools. MATLAB offers a large number of methods to process images, and C++ is a very efficient language. Also, both tools are object-oriented. As we mentioned above, our method and software can be used as a research or educational tool, or for professional purposes as a stand-alone application. As an educational tool this method has many possibilities for learning about operations which are useful in different stage of digital image processing (for example: acquisition, segmentation, edge detection, etc.). Software allows students to experiment with many parameters in every stage of processing. In that way they can learn and understand important factors and their effects on final results. Researchers can benefit from this software in different ways. However, the most important software property is the possibility to change different methods for specific purpose, or more radically, every researcher can write his/her own method which can be incorporated in our software. In that way researchers can modify our software for their specific applications. For professional purposes the software offers a special function for generating C code, which can be used along with microcontrollers, microprocessors, PLA, etc. Using all abilities which the software provides, one can modify the method and adjust it for specific operations and after that generate a standalone application or C code. This method and the developed software merge three main stages in digital image processing: acquisition of image and/or video, which can be used for creating database or test image (video), preprocessing, and recognition and categorization (Fig. 1). Therefore, this software can be used as a part in an integrated system. During the developing phase we wanted to derive an efficient method and software for image detection and classification for security services (checking of IDs, passports, driver licenses, etc.) and traffic control (detection of car plates, traffic signs, etc.). The presented results were obtained during developing, testing and verifying this method on different images.

II. THEORETICAL BACKGROUND

This section describes methods which are used in different software functions: acquisition, preprocessing, recognition and categorization. We will describe only the main characteristics of standard and well defined function in literature and every
images in the database and the best candidate is chosen by key-points from the test image with the key-points from all recognition phase. In the next step this method compares this method select some number of key-points useful for different metrics conditions. This method is the most used for particular operation. For the determination of features vectors our software uses SIFT (Scale Invariant Feature Transform) and SURF (Speed Up Robust Features) detectors. For calculating stable points we used the RANSAC (RANdom Sample Consensus) method, and for segmentation we choose the iterative Graph Cut method. In the further text all these methods will be briefly described, also, we will include detailed information about parameters and the function which were proposed by us.

At the first step, SIFT \([2]\) determines the key-points on the sequence of images and stores them in a database, after which this method select some number of key-points useful for recognition phase. In the next step this method compares the key-points from the test image with the key-points from all images in the database and the best candidate is chosen by different metrics conditions. This method is the most commonly used, because it is robust toward different kinds of noise and gives a large number of key-points for comparison \([4,5]\). SURF \([3]\) is another detector used in our software. It is a newer method than SIFT, and it is based on it. The main difference between these two methods is time efficiency, which is better in SURF than in SIFT \([5]\).

RANSAC method determines stable points from set of key-points which are obtained by using one of feature vectors detectors. This method can be used in many different applications which need fitting some points, regardless of the fact if these points can or cannot be described by some models. The implementation and the results for this method hugely depend on specific parameters. Except the standard parameters we proposed using one additional parameter to determine the distance between two frames in which the RANSAC method is implemented. Every user should be extremely careful with this parameter, because if properly selected the RANSAC process will be much more effective, but on the other hand it could cause the divergence of the whole process.

The Graph Cut method \([7,8,9]\) is an iterative method for segmentation. The main advantage of this method is that the user has an opportunity to affect the result of segmentation by parameters. These methods use two types of input parameters, vector of points in the foreground and the background. These two vectors are used as the initial conditions. The method stops the iterative process when all points on the image belong to the first or to the second vector of initial conditions. In our solution we proposed two methods that automatically define the initial conditions. One of them used stable points, and the other uses the intensity levels and threshold. Also, we obtained a function which gives the opportunity to the user to manually define vectors of initial conditions or to incorporate some automatic solution that they made.

C. Recognition and Categorization

For recognition and categorization this software use several different methods, but the most useful are: NNS (Nearest Neighbor Search), histogram and covariance region descriptor. During categorization we use three different measures for distance: Euclidean, Manhattan, and Mahalanobis.

NNS \([15]\) is used for determine the same object in big databases. This is an optimization problem in which we look for the nearest neighbor points in different metrics. In the program we use several different algorithms for this method such as: linear NNS, space partitioning and locality sensitive hashing. For the software purposes we combine these three
algorithm with different metrics (Euclidean, Manhattan, and Mahanalobis). Also, the software supports the k-NNS algorithm in which we are looking for k nearest neighbor.

The histogram comparison is also a powerful technique for recognition and categorization. Here all three metrics are used as in the previous method. This method compares pixel levels, it is of utmost importance to always use normalized histograms. If we do not normalize them we introduce an error and process of categorization becomes unsuccessful.

Region covariance descriptor is based on covariance matrix and integral images. Integral images are used for faster computation of region sum and it’s define for (x',y') pair as sum of all pixels values in image region I(0:x',0:y'). For image I of dimension W x H is defined F as a W x H x d dimensional features image provided from I with any mapping operation (intensity, color, gradients…). After that we choose region R such that is subset of F and for some \( z_k \), k=1,…,n, d-dimensional features point inside R. We represent a region R as \( d \times d \) covariance matrix of features points as:

\[
C_R = \frac{1}{n-1} \sum_{i=1}^{n} (z_i - \mu)(z_i - \mu)^T
\]

(1)

Because the covariance matrix does not lie in the Euclidean space, is necessary for using this algorithm to find the way for computing distance between the points for NNS algorithm. There used distance measured based on dissimilarity of two covariance matrices as:

\[
\rho(C_1, C_2) = \sqrt{\sum_{i=1}^{n} \ln^2 \lambda_i(C_1, C_2)}
\]

(1)

III. SOFTWARE IMPLEMENTATION

As we mentioned above, our software is implemented as a standalone application using MATLAB and C++. Graphical user interface has one main window from which the user can access some of the functions offered by the software. Every particular operation has its own window. Thus we have five additional windows, and they implement the following functions: acquisition, detection of feature vectors, and determination of stable points, segmentation, recognition and
categorization (categorization is used only if database is loaded) and generating executable C code. A block diagram of this software realization is shown on Fig. 3.

Software may – or may not – start with acquisition. Acquisition is an optional operation and the rest of the software procedure doesn’t depend on it. Therefore, acquisition can be used as a separate part for creating database or individual snapshots. Also, if the user skips the acquisition step, in the next step he/she has an option to load a database or a test image (images whose existence is checked in database), and of course there is a possibility to load sequences of test images. After completing the first step (acquisition or loading) the user must select the appropriate descriptor. Both realized detectors have their advantages and disadvantages, and the success of algorithm for recognition and categorization depends on their appropriate selection. Independently on the chosen detector, the next step in the method is the RANSAC algorithm. In this phase the user can again modify the original software. In this moment he/she can add an additional parameter which can adjust difference in the number of frames which are compared. As we mentioned above, this parameter can be extremely useful for the experienced users and it is not recommended for new users to experiment with it. The next operation is segmentation. Segmentation is the most important operation, and because of that it has the largest number of options. Besides manually placing parameters, there are three more available developed algorithms for automatic placement of boundary conditions which are based on stable points [1,2,3,6], pixels levels and edge detection [13,19,20]. Choosing some of these options gives the user an opportunity to change their parameters. There is no a general better solution, because of that they should be used for basic needs. Therefore, in this place the user can add his/her own solution. This option is primarily designed for the experienced users. After completed segmentation, the image is shifted to ideal position with regard to the reference database. This is the only phase that the user cannot influence, and it is fully automated. After segmentation there is a final step and the main goal of the whole algorithm. In this moment the user can select one of three possible methods for recognition and categorization. In the future versions of the software we plan to expand the available methods. The selection of methods, their realization and metrics should depend on practical problems and the desire is that all methods give equally good results in every particular case.

The closing step available to the user is the generation of C code with all parameters and methods which were used during the software operation. This code can be used with other C assemblers and while creating integrated systems.

IV. RESULTS

In this section we present and analyze results. We start with the description of databases used during software validation. Then we describe the methods and parameters of software used to obtain the presented results, and at the end we introduce a method for evaluating the quality of software (using two types of errors).

As a result we present the results obtained on five databases. One database is used in verifying stage. This database consists from different types of business cards; the distribution of business cards is presented in Table I.

<table>
<thead>
<tr>
<th>Image description</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number</td>
<td>100</td>
</tr>
<tr>
<td>Horizontal images</td>
<td>78</td>
</tr>
<tr>
<td>Vertical images</td>
<td>22</td>
</tr>
<tr>
<td>With white background</td>
<td>40</td>
</tr>
<tr>
<td>With colored background</td>
<td>30</td>
</tr>
<tr>
<td>Multi colored business cards</td>
<td>20</td>
</tr>
<tr>
<td>Illustrated business cards</td>
<td>10</td>
</tr>
</tbody>
</table>

The distribution in database is thus created to give the best possible description of real problems (the biggest number of business cards in database, 70 %, has one-color background), illustrated and multicolor business cards are also included. Business cards are an ideal object for software testing, because they share the same characteristics with the target documents. All documents that we wanted to process using this software had a number of similar characteristics: every document had known fixed dimensions, all documents has rectangular shape, except the traffic signs which can be rectangular, rhomb-shaped or circular and every group of documents had the same backgrounds. Other four databases were used for testing software and consisted of a database with biometric IDs of Republic of Serbia, a database with biometric passports of Republic of Serbia, a database of driver license of Republic of Serbia, and registration certificates for cars of Republic of Serbia. The databases of documents on which the software was tested were smaller and included forty images biometric passports, sixty five images of biometric IDs, fifty four images of registration certificates, and forty images of driver license, as shown in Table II.

<table>
<thead>
<tr>
<th>Business card</th>
<th>NNS</th>
<th>Histogram</th>
<th>RCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>98.2</td>
<td>99.1</td>
<td>99.8</td>
</tr>
<tr>
<td>Colored</td>
<td>99</td>
<td>97.6</td>
<td>99.4</td>
</tr>
<tr>
<td>Colorful</td>
<td>96.5</td>
<td>99.2</td>
<td>98.9</td>
</tr>
<tr>
<td>Illustrated</td>
<td>97.3</td>
<td>98.1</td>
<td>99.2</td>
</tr>
</tbody>
</table>

The first results obtained with business cards represent comparison of different algorithms that can be generated with software. Table II shows a part of results related to a success in recognition of business cards (in percent) on which the SIFT method was applied, depending on the chosen classifier. For all classifiers we used Euclidian metrics (except for RCD).
As we can conclude from Table II, the results with SIFT detector are satisfactory, and the comparison with the remaining data has shown that is the best combination of parameters is, if we choose the next algorithm. For the determination of feature vectors we should use the SIFT method; in the RANSAC procedure good results are obtained if we, together with standard parameters, use a new realized parameter. This parameter determines the difference between two compared frames, and it should be set to five. For the segmentation we used the method implemented by stable points and additional processing. This method is very effective and accurate. For recognition and categorization we use the covariance matrix, because it gives the best results.

For the verification of the accuracy we introduce two types of errors. The FAR (False Accept Error) error describes the percent of images recognized as members of database, although they are not in the database. The FRR (False Reject Error) error describes the percent of images that are members of database, but were not recognized as such. Although there are no good errors, it is important in security services that the number of the FAR errors is lower than that of the FRR.

The obtained results for all four testing databases are presented in Table IV.

The obtained results show that this kind of solution can be equally useful in research, educational and professional purposes. Further research should consider the usefulness of our solution in traffic, especially if we further minimize errors.

V. DISCUSSION AND CONCLUSION

All results have small FAR errors, but the FRR is significantly different between different databases. Also, there are very similar differences between the FRR and the FAR errors for all databases. As expected, databases with documents which include pictures give better results than the documents without pictures. That can be discussed from different angles. Better recognition and categorization is very likely a result of stable key-points on the personal image on documents. On the other hand, a document like an ID or passport includes even more, two pictures, personal signs and fingerprints. In contrast to these documents registration certificates include only textual data, which produce weaker and lower number of stable points. FAR results are better primarily because the backgrounds are clearly different in every type of documents, and the software easily recognized if a picture belonged to that database. FRR errors are greater primarily because there are not enough to determine if this image belongs to this database. Software must recognize if this image has a match with any other image in the database.

For future research we put before ourselves a task to recognize different features, which is important for automatic traffic control. This problem is very interesting, because quality recognition and categorization of traffic signs is the main problem in automatic traffic control. We will analyze the efficiency of the software in the recognition and categorization of car plates and traffic signs. This will present a similar problem, but a different approach will be needed. When we analyze documents we have a static situation, recorded images or videos are stationary. On the other hand, recording of car plates and traffic signs would be dynamic situation. Furthermore, recording car plates and traffic signs are different problems, because when we record plates, we have fixed position of camera and plates are dynamic, on the other hand traffic signs are fixed and camera is moving. For these two problems it is important to determine the best position of the camera, regardless of the fact if the camera is fixed or moving. Additional problems in traffic control applications are time is available for recording and successful categorization, or the existence of more than one traffic sign on the same pillar [23]. There are some solutions for this type of problems, but no solution is perfect and this situation may be considered as an open problem.

The obtained results and the obtained errors show that this solution can be very useful for different purposes and applications. In further work we will try to decrease the number of errors and implement better solutions, or time-efficient solutions. Also, we plan to create an integrated system and test it in real traffic situations.
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