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PREFACE

Symposium INFOTEH®-JAHORINA is continuation of the International symposium JAHORINA that was held last time on April 1991. The main organizer of the Symposium is the Faculty of Electrical Engineering East Sarajevo and the co-organizer is the Faculty of Electrical Engineering Banja Luka. The Symposium is supported by The Faculty of electrical engineering, Belgrade, Serbia and Montenegro, the Faculty of electronics, Niš, Serbia and Montenegro, the Faculty of technical sciences, Novi Sad, Serbia and Montenegro.

The goal of the Symposium is multidisciplinary survey of the actual state in the information technologies and their application in the industry plants control systems, the communication systems, the manufacturing technologies, power system, as well as in the other branches of interest for the successful development of our living environment.

During the first Symposium INFOTEH®-JAHORINA 2001, that was held on 12-14 March 2001 in the hotel Bistrica at Jahorina, 53 works have been presented, six companies presented their development and manufacturing programs in telecommunications, power electronics, power systems and process control systems. More than hundred participants took part in the Symposium working. Round table about potentials and possibilities of economic cooperation between Republic of Srpska and FR Yugoslavia has been held during the Symposium, regarding successful appearance at domestic and foreign market.

During the second Symposium INFOTEH®-JAHORINA 2002, that was held on 25-27 March 2002, 76 works have been presented, and five companies presented their development and manufacturing programs. More than hundred and thirty participants took part in Symposium working. Round table entitled "Reforms in high education – step forward to the European University" has been held during the Symposium.

The third Symposium INFOTEH®-JAHORINA 2003 was held on 24-26 March 2003. More than hundred and fifty participants took part in the Symposium working, coming from Serbia, Montenegro, United Kingdom and Republic of Srpska. At the Symposium 73 papers have been presented and nine student papers. Four companies presented their development and manufacturing programs. Round table entitled "New Technologies and Industrial Production Capabilities for small Countries in the Transition Process" has been held during the Symposium. All papers are presented in symposium proceedings, CD version.

The fourth Symposium INFOTEH®-JAHORINA 2005 was held on 23-25 March 2003 in the hotel Bistrica at Jahorina. The main topics of the Symposium were: Computer science application in control systems, Information-communication systems and technologies, Information system in manufacturing technologies, Information technologies in power systems, Information technologies in other branches of interest. More than hundred and seventy participants took part in the Symposium working, coming from Serbia, Montenegro, Republic of Srpska, Federation of Bosnia and Herzegovina, Croatia and Macedonia. At the Symposium two invited papers, eighty and three papers and three student's papers have been presented. Three companies presented their development and manufacturing programs. All papers are presented in symposium proceedings, CD version (ISBN-99938-624-2-8).

The fifth Scientific – Professional Symposium INFOTEH – JAHORINA was held in 2006, March 23 – 25. The Symposium was dedicated to the 150th anniversary of Nikola Tesla’s birth. It was the first official manifestation in the Republic of Srpska dedicated to this jubilee. The university character of this traditional international scientific and professional gathering was reflected in a complete and multidisciplinary approach to the discussion of themes within the discussion forums, lectured and presentations. The support to the Symposium was given by the representatives of the Government of the Republic of Srpska, joined bodies of Bosnia and Herzegovina and local municipalities. There were exposed 137 papers which passed the review, and 172 guests of the symposium were registered.

The sixth Scientific – Professional Symposium INFOTEH – JAHORINA was held in 2007, March 28 – 30. and it was dedicated to global warming and its side effects. The opening lecture by call was held by Ana Pavlović, physicist of meteorology and living environment modeling from Faculty of Technical Sciences, University of Novi Sad. The support to the Symposium was given by the representatives of the Government of the Republic of Srpska, joined bodies of Bosnia and Herzegovina and local municipalities. 160 papers were written for the Symposium, and 131 of them were accepted, including 6 students’ works.

The seventh Symposium INFOTEH - JAHORINA 2008 was held in Jahorina, March 26 – 28, 2008. The Symposium was dedicated to the life and work of Milutin Milanković, and Professor Milić Stojić, Ph. D. from the University of Belgrade had an extraordinary introductory lecture about the life and achievements of this great Serbian scientist. The university character of this traditional international scientific and professional gathering was reflected in a complete and multidisciplinary approach to the discussion of themes within the discussion forums, lectured and presentations. The support to the Symposium was given by the representatives of the Government of the Republic of Srpska, joined bodies of Bosnia and Herzegovina and local municipalities. The Symposium was opened by the inspiring speech of the academicians Rajko Kuzmanović, the President of the Republic of Srpska. Over 220 papers were written for the Symposium, and 169 of them were accepted.

This issue of international journal “Electronics” includes the most interesting papers selected from the seventh Symposium INFOTEH®-JAHORINA 2008.

I would like to invite all readers of the “Electronics” journal to take active participation at the next Symposium INFOTEH®-JAHORINA. Updated information can be obtained from the Symposium web page: http://www.infoteh.rs.ba.

Professor Božidar Krstajić, Ph. D.
Chairman of the Organizing Committee, INFOTEH®-JAHORINA 2008
Biography of Prof. Božidar Krstajić, Ph. D.

Božidar M Krstajić was born in Žabljak, Montenegro, on July 7, 1948. He graduated at Faculty of Electrical Engineering in Sarajevo in 1972. He finished his master studies at University of Zagreb in 1977, and finished his doctoral studies in 1986 at University of Sarajevo. In September 1972, he started working as a teaching assistant at Faculty of Electrical Engineering, University of Sarajevo. In 1986, he was elected in the title of Assistant Professor, and in 1989 in the title of Associate Professor on the subject “Electromagnetics”. From October 1994 to October 2000 he worked as a guest professor at Technical University in Munich, at High Voltage Institute. In that period, he worked on the development of mathematical models and software modules for modelling, calculation and visualization of electromagnetic fields in high voltage devices. The Asea Brown Boveri AG Research Center, Heidelberg, used those newly created modules in a software package POLOPT®. He led research projects supported by international organizations and commercial enterprises. His current research interest involves the computer-aided design of electromagnetic devices. Prof. Krstajić is one of the authors of monograph ”Integral Methods for the Calculation of Electric Fields, for Application in High Voltage Engineering”, Scientific Series of the International Bureau Research Center Juelich - Germany, 1992, ISBN 3-89336-084-0. He is also author of 2 books, 2 monographs and over 10 scientific journal papers, 25 conference papers and 50 research projects. Since 2003, he has been elected to be a Full-time Professor in narrow scientific field “Theoretical Electrical Engineering”. He was the supervisor of nearly 20 Diploma engineering thesis, 4 Master thesis and 1 Ph.D. thesis.

From 2002 to the present moment, Prof. B. Krstajić is the dean of the Faculty of Electrical Engineering, University of East Sarajevo.
IMPLEMENTATION OF AN ULTRA-LOW POWER THERMOSTAT WITH SLOPE A/D CONVERSION

Nikola Bednar, Goran Stojanović
Faculty of Technical Sciences, Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia
e-mail: sgoran@uns.ns.ac.yu, tel: 021 4852552

Abstract: This paper presents an implementation of an ultra-low power thermostat. Temperature measurement is accomplished with slope A/D conversion: discharge time intervals of a capacitor charged to a reference voltage, through a reference resistor and through a thermistor are compared and used for calculation. The device is based on microcontroller MSP430F413 (Texas Instruments) that has internal analog voltage comparator and LCD driver (7-segmented LCD is used for user communication). This is ultra-low power microcontroller, which greatly increases battery life. It also supports in-circuit programming of flash memory via the JTAG port. NTC thick-film segmented thermistor, used as a temperature sensor, has been developed and fabricated and then calibrated for this particular application. The thermostat is built for temperature range from 10°C to 90°C, which enables various useful applications.

Keywords: Thermostat, NTC thermistor, Microcontroller.

1. INTRODUCTION

Thermostats are devices used for regulating the temperature of a system, so that the system's temperature is maintained near a desired setpoint temperature. The thermostat switches heating or cooling devices on or off as needed to maintain the correct temperature. Different types of thermostats are produced, depending on the type of used sensor. They can be based on bi-metal mechanical sensors, electrical thermocouples or electronic thermostats.

Digital thermostats are replacing classic analog ones. They are fast, precise and efficient. They can easily be connected to other digital devices, and therefore have a much wider field of application. Different types of thermostats are usually used as temperature sensors in the thermostat realization.

Bulk thermostors based on Co, Mn, Cu, Fe oxide systems have been known for many decades [1]. New technologies enable production of faster and more precise film thermostors, which can be used as sensors. Because of their small thickness, compared to bulk thermostors, they have faster temperature response. Film thermostors are fabricated in different shapes and sizes so that the different applications can be enabled. The goal of this work is application of newly developed thick-film segmented NTC thermistor for practical realization of modern digital ultra-low power thermostat.

2. NTC THERMISTORS

NTC thick-film thermostors are made of ceramic materials, based on a mixture of oxides chosen from the elements Mn, Ni, Co, Cu and Fe. By varying the composition and the size of the semiconducting elements, resistance values between 1Ω and 1MΩ at room temperature can be achieved with temperature coefficients lying between -2% and -5.5% per °C.

All NTC thermistor materials are prepared by heat treating a mixture of metal oxides to a temperature around 1100-1200°C so that the oxides combine chemically to form compounds which exhibit semiconducting electrical properties. All of these compounds possess a common crystallographic structure which is termed the spinal structure due to its similarity with the mineral spinal (MgAl₂O₄). This spinal structure may be represented chemically by the formula A²⁺B³⁺O₄, where A represents one or more divalent metals which form oxides of the type AO, and B represents one or more trivalent metals that form oxides of the type B₂O₃. Semiconducting properties of materials with the spinal structure are described by a 'hopping' mechanism in which charge carriers 'jump' from one ionic site to the next. It has been determined empirically that electrical conduction will occur if ions of the same element, but of different valence, are present on B-sites. Furthermore, these ions must differ in valence by one unit only. The conductivity of the material is determined by the number of ions capable of either donating or accepting electrons in the electron transfer. In order that an electron can escape from the positive charge surrounding the ion, it must possess a certain minimum energy, which is called the activation energy of the hopping mechanism. The total number of electrons taking part in conduction will depend upon the number of available electrons whose energy is greater than a certain minimum transfer energy. Hence the energy of an electron is primarily temperature dependant; the number of transfer electrons is growing with temperature increment.

For practical thermistor materials a plot of logρ against 1/T is found to give lines which are straight enough for most purposes. However, it has been found that a good fit to practical values can be achieved by using the empirical relationship:

\[ \rho = \rho_s \exp \left( \frac{q}{k(T + \theta)} \right) \]  (1)

where \( \rho_s \) is infinite temperature resistivity, \( k \) – Boltzmann’s constant, \( q \) – activation energy of the hopping mechanism, \( \theta \) - small constant expressed in degrees Kelvin.

Thermistor’s characteristics can be assorted in two groups. The first group includes semiconducting material characteristics with resistivity-temperature curves. The characteristics in the second group depend on shape, size and the way the thermistor is mounted, and they are represented by voltage-current curves, time constants and dissipation factors.

A low temperature NTC thick-film paste NTC 3K3 95/2 with nanometer particle powder (Mn, Ni, Co, Fe)₂O₃, 4% of glass binder and organic vehicle was developed in Iritel A.D [2]-[4]. Paste was screen printed on alumina substrate and Ag epoxy electrodes were printed on the top of the NTC layers. The segmented thick-film NTC thermistor,
which can be seen in Fig.1, was fabricated to be used as the temperature sensor in realized thermostat.

![Fig.1. Segmented thick-film NTC thermistor: (a) bottom electrode, (b) NTC layer, (c) top electrode, (d) segmented thermistor construction.]

3. SLOPE A/D CONVERSION

Realized thermostat is based on slope A/D measurement of a resistance, which can easily be implemented with MSP430 [5]. Slope A/D conversion is implemented with MSP430's on-chip comparator and timer, rather than a standalone ADC module. The technique is based on the charging/discharging of a capacitor with a known value. The number of clock cycles required to discharge the capacitor is then counted. Longer discharge times indicate larger voltages. The voltage is derived from the discharge time using a standard equation for capacitor discharge. Many techniques can be used to measure resistance. Unlike voltage measurement, where the key relationship is between voltage and time while the resistance is constant, the key relationship in resistance measurement is between resistance and time, while the initial voltage remains constant. The R/t relationship is linear, which means the calculation is easier and less-costly to implement in a microcontroller than for the exponential V/t relationship.

![Fig.2. The principle of resistance measurement]

P1.x or P1.y. After configuring the timer, the capacitor is discharged through R\textsubscript{sens} via P1.x by outputting a low level voltage. At the start of capacitor discharge, register TAR is cleared, and the timer is started. When the voltage across capacitor C\textsubscript{m} reaches a comparator reference value V\textsubscript{caref} of \((0.25)V\textsubscript{CC}\), the negative edge of the comparator output CAOUT causes the TAR value to be captured in register CCR1. This value is the discharge time interval t\textsubscript{sens}. The process is repeated for the reference resistor R\textsubscript{ref} which will be used to translate t\textsubscript{sens} into the resistor value R\textsubscript{sens}. C\textsubscript{m} is given time t\textsubscript{i} to charge, where t\textsubscript{i} is between 5τ (for 1%) and 7τ (for 0.1%), where τ = R\textsubscript{ref} \cdot C\textsubscript{m}. The value within this range depends on the accuracy required.

From basic circuit theory, the voltage across the capacitor C\textsubscript{m} discharging through the resistor R\textsubscript{sens} is:

\[
V\textsubscript{caref} = V\textsubscript{CC} \exp \left( \frac{-t\textsubscript{sens}}{R\textsubscript{sens} \cdot C\textsubscript{m}} \right) \tag{2}
\]

The only unknown value in Eq. 2 is R\textsubscript{sens} which means R\textsubscript{sens} can be calculated using this equation. However, it depends highly on the accuracy of C\textsubscript{m} which is a problem since most capacitors have relatively wide tolerance. Another problem with Eq.2 is that it involves an exponential calculation, which is expensive either in execution cycles (if calculating) or memory (if using a lookup table).

An easy way to solve both of these problems is to measure the discharge of a reference resistor R\textsubscript{ref} attached to the same capacitor, and using the resulting value to normalize R\textsubscript{sens}.

If C\textsubscript{m} is discharged through such a resistor R\textsubscript{ref}, the new equation would be identical to Eq.2 except with the new values of R\textsubscript{ref} and t\textsubscript{ref}. Since V\textsubscript{caref} is equal in both cases this equation can be simplified and expressed in the following form:

\[
\frac{R\textsubscript{sens}}{t\textsubscript{sens}} = \frac{R\textsubscript{ref}}{t\textsubscript{ref}} \tag{3}
\]

This is the calculation used in most slope A/D resistance-measurement applications.

4. THERMOSTAT REALISATION

Thermostat is based on Texas Instruments\’ MSP430F413 microcontroller. It is a new generation microcontroller which incorporates 16-bit RISC CPU, memory (8kB + 256B Flash, 256B RAM), peripherals, flexible clock system [6]. Built-in analog voltage comparator and various timers make it ideal for precise instrumentation. It is an ultra-low power microcontroller designed especially for portable battery fed devices.

User communication is realized by three buttons, connected to interruptible Port1 pins. Interrupt is generated on a rising edge of input signal. These interrupts eliminate need for other keypad drivers with keypad scan and debounce functions.

A 3.5-digit 7-segmented numeric LCD is used for display. MSP430 incorporates LCD driver module, which generates all needed segment and common signals, thus simplifying the device's hardware. LCD controller has
internal memory with information of all active segments. Static and four multiplexed types of LCDs are supported. Static LCD is used in this application, as there are enough output pins to address each display segment.

Built-in analog voltage comparator is used for temperature measurement, as it has been described in the previous section. The output of the comparator can be used with internal filtering in order to reduce errors associated to comparator oscillation. Timer_1 running in capture mode is used to measure time intervals in process of slope A/D conversion.

Basic_Timer1 is used for real-time clock functions and is configured to generate interrupt each second. All functions, except button generated interrupt service routines, are being called after this interrupt. Another important function of Basic_Timer1 is generation of LCD control signals.

Setpoint values are stored in flash memory. All data stored in this memory is saved after power cut-off or reset.

MSP430 microcontroller family has the ability of in-circuit programming of the flash memory module via built-in JTAG interface. Verification of both software and hardware is possible using JTAG interface, as the program that is being monitored, is executed on the device itself, not on a simulator. Bootstrap programming is also supported [7].

As it was mentioned before, MSP430 microcontrollers are designed for ultra-low power applications and use different operating modes. There is one active and four low power (sleep) modes. When entering one of these sleep modes, some of the system components (peripherals, oscillators, CPU) which are not currently used are disabled, in order to minimize current consumption. Wake up is possible through all enabled interrupts.

Electrodes of NTC segmented thick-film thermistor, which is used as a temperature sensor for this device, are made of silver epoxy paste and do not allow soldering. Conductive contact paste has been employed on the two terminal electrodes of the thermistor. Conductive wires were submerged in the paste, and left to dry and solidificate. After this, solid contact has been made and other free endings of these wires were soldered on the auxiliary board. This board is mounted beneath the primary board and the sensor is connected to the device by two conductive wires as can be seen in Fig.3.

Thermistor calibration was done by exposing the thermistor to various temperatures and measuring resistance on its terminals. Standard digital multimeter was used for this measuring. The lowest satisfactory precision is of only 0.1kΩ, as the thermostat is supposed to react to temperature changes of 1°C. Measurement was done in the temperature range from 10°C to 90°C, in steps of 10°C. All other values are interpolated between measured values, and the final calibration curve is shown in Fig.4. These values are stored in a lookup table in a code section of the program code.

Setpoint values are stored in flash memory. All data stored in this memory is saved after power cut-off or reset.

MSP430 microcontroller family has the ability of in-circuit programming of the flash memory module via built-in JTAG interface. Verification of both software and hardware is possible using JTAG interface, as the program that is being monitored, is executed on the device itself, not on a simulator. Bootstrap programming is also supported [7].

As it was mentioned before, MSP430 microcontrollers are designed for ultra-low power applications and use different operating modes. There is one active and four low power (sleep) modes. When entering one of these sleep modes, some of the system components (peripherals, oscillators, CPU) which are not currently used are disabled, in order to minimize current consumption. Wake up is possible through all enabled interrupts.

Electrodes of NTC segmented thick-film thermistor, which is used as a temperature sensor for this device, are made of silver epoxy paste and do not allow soldering. Conductive contact paste has been employed on the two terminal electrodes of the thermistor. Conductive wires were submerged in the paste, and left to dry and solidificate. After this, solid contact has been made and other free endings of these wires were soldered on the auxiliary board. This board is mounted beneath the primary board and the sensor is connected to the device by two conductive wires as can be seen in Fig.3.
Fig. 6. Bottom view of the PCB

Fig. 7. Realized thermostat’s electric circuit schematic
5. IMPLEMENTED SOFTWARE

Complete software was written in C programming language. After the initialization, program flow enters the endless loop. Timer generates interrupt periodically every second and seconds counter is being incremented. Main program loop (Fig.9) records this event and measures the thermistor's current resistance which is then used for calculation of temperature value. This result is being compared to the desired setpoint temperature and if it is lower than this value, a heater is switched off (status of the heater is indicated by the LED in this realization). The device can operate in one of four modes, selectable by MODE button. These modes are:

- Thermometer. Current temperature is being measured and displayed on the LCD.
- Setpoint. Setpoint temperature is selected using SETH/+ and SETM/- buttons.
- Time. The real-time clock is displayed on the LCD. Time can be selected by pressing SETH/+ button (increments hours by one) and SETM/- button (increments minutes by one). If the time has not been set, time that passed since the last device reset will be shown on the LCD.
- Seconds. The device simply counts seconds and displays them on the LCD.

6. CONCLUSION

In this work a realization of a digital thermostat has been presented. All earlier stated MSP430 microcontroller's features make this solution one of the more efficient ones. It is cheap, easy for installation, programming and maintenance, highly functional, and easy improvable. Serial communication between the device and a personal computer could be easily accomplished, so that the measured temperature could be monitored and the desired setpoint temperature could be set via a computer. The thermostat should be modified for real-life appliance by changing the way the sensor is mounted. If the realized thermostat is supposed to control air temperature, the thermistor should be placed freely in the air, minimizing the contact area with its bearing platform. This way the thermostat will have faster temperature response. If the thermostat is used for temperature control of a solid state object, the sensor should be located directly on the object's surface, thus enabling better temperature exchange with the object due to the thermistor's planar geometry.

7. REFERENCES

ONE SOLUTION OF CURRENT SOURCE DESIGNED FOR CURRENT SENSOR TESTING

Marjan Blagojević, Sentronis AD Niš
Radivoje Popović, EPFL, Switzerland
Milan Radmanović, Faculty of Electronic Engineering Niš
Dragan Mančić, Faculty of Electronic Engineering Niš

Abstract: By the reason of research and development in company Sentronis current source for 1000A maximal DC current AD is designed and made. This device has modular construction i.e. it comprehends 20 pcs. standard PC power supply units. Thereat used voltages are +5V and +3.3V. PC power supply is elected because it is cheap and reliable. Presented configuration allows a simple extension if the requirement for higher currents exists. Additionally, realization of water cooling of power electronic components is shown.

1. INTRODUCTION

Based on the technical label of PC power supply ATX 400W one can see that it can provide 30A for output voltage +5V and 28A for output voltage +3.3V. This power supply also has output voltages +12V, -12V and -5V, but these voltages are not of interest because we need enough strong current at as low as available voltage. The reason for such standing point is fact that applying lower voltage cause lower dissipation on strong FET in output circuit of regulator. We choosed (decided) outputs with voltages +5V and +3.3V to load with maximum 25A. PC power supply is realized such that feedback for voltage regulation use output voltage +5V. It means that if we want to use some other output voltage firstly output voltage +5V must be appropriately loaded. Hence, total current available from one supply is 50A. Consequently it needs 20 supplies for 1000A. Current regulator is added to each supply. According to fact that used supplies are current sources all are connected in parallel.

2. CHARACTERISTICS OF ATX POWER SUPPLY

Minimal efficiency of ATX power supply is about 70%, for maximal load.

Voltage and frequency demands for continuous work are specified in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min.</th>
<th>Nominal value</th>
<th>Max.</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in}$ (230Vac)</td>
<td>180</td>
<td>230</td>
<td>265</td>
<td>Vef</td>
</tr>
<tr>
<td>Frequency</td>
<td>47</td>
<td>--</td>
<td>63</td>
<td>Hz</td>
</tr>
</tbody>
</table>

PC power supplies have embedded primary fuse as the protection from input over current. It is the prevention of damage and fulfill safety requirements. Also, multiple switch-on and switch-off can not induce damages in power supply or fuse.

ATX power supplies satisfy following standards:

- For safety:
  - UL*60950, 3rd Edition –CAN/CSA-C22.2-60950-00,
  - EN*60 950, 3rd Edition
  - IEC*60 950, 3rd Edition (CB Report to include all national deviations)
  - GB4943-90 CCIB* (China).

Fig. 1. Arrangement of pins for connectors of ATX supply
For electromagnetic compatibility:
- FCC*, Class B, Part 15 (Radiated & Conducted Emissions)
- CISPR* 22 / EN55022, 3rd Edition (Radiated & Conducted Emissions)
- EN55024 (ITE Specific Immunity)
- EN 61000-4-2 – Electrostatic Discharge
- EN 61000-4-3 – Radiated RFI Immunity
- EN 61000-4-4 – Electrical Fast Transients
- EN 61000-4-5 – Electrical Surge
- EN 61000-4-6 – RF Conducted
- EN 61000-4-8 – Power Frequency Magnetic Fields
- EN 61000-4-11 – Voltage Dips, Short Interrupts and Fluctuations
- EN61000-3-2 (Harmonics)
- EN61000-3-3 (Voltage Flicker)

Ripple and noise are defined as periodical or random signals in frequency bandwidth from 10Hz to 20MHz. Noise i.e. ripple for output voltage +5V and +3.3V is 50mVpp. Power supply comprehend temperature sensor for overheat protection which purpose is to disable supply if temperature is above predetermined value.

3. SWITCH-ON OF ATX SUPPLY

ATX power supply is destined for computers and switching is controlled via motherboard. The first problem to solve is the way of switching it on. Switching-on is realized by input signal PS_ON# (green wire). PS_ON# is a TTL compatible signal activated by logical zero. When PS_ON# input is on low TTL level then power supply will be switched-on for main dc voltage levels +12V, +5V, +3.3V and -12V. Otherwise, when PS_ON# is on high voltage level or disconnected then all dc voltage outputs are on zero potential reference to the ground with no output current (Fig.2).

![Fig.2. PS_ON# signal characteristics](image)

Therefore, input PS_ON# is connected with GND via existing switch on housing of power supply. That way we allow permanent supplying on ac ~220V power-line and switching-on/off is simply realized by switch. The solution is adequate (suitable) because connecting of supplies to the ac power line induce current spikes in the ac line. The reason for that is capacitive character of the supplies. According to the fact that in our case there are 20 supplies their connection on power line can induce interrupting of the fuses. Due to relatively great total power of all 20 supplies, they are equally arranged on all of 3 phases of ac power line.

4. CURRENT CONTROL

For every power supply, as stated above, current controller is obtained. Schematic of the current controller is shown in Fig.3.

![Fig.3. The basic configuration of the current regulator of one module](image)

We used shunt value 0.1Ω as current sensing element. The price of commercial available shunts which satisfied requirements is significant. Because of that we used home made shunt. As shown in Fig.4, shunt is realized using wire with constantan diameter d=1mm and length l=45mm. Shunt is connected in the circuit via ceramic panel mount terminal block which prevent high temperature, which occurs on shunt, to damage elements from nearly surrounding. Current flowing through the shunt resistor produces the voltage used as input of differential amplifier which is realized by LM324.
Home made shunts are very simple but they are not calibrated, i.e. theirs output voltages are not the same for the same (determined) current. Consequently, the output voltage from amplifier needs to be directed via potentiometer $P_1$ to (in) discriminator. Potentiometers are adjusted so, that for determined current all current controllers provide the same output voltage.

During testing the current sources were maximal loaded i.e. total current was about 1000 A. At these conditions the ripple of output current is less than 1%. To emphasize that the ripple is defined as a maximal value «peak to peak» of ac voltage superimposed to the dc voltage (Fig.5). The ripple factor $r$ is usually expressed in percents and is given by next equation:

$$r = \frac{I_{ac}}{I_{dc}} \cdot 100\% \quad (1)$$

The main output current flow is established from all supplies via 6 pcs/pole auxiliary bus-bars (crossection 5x20mm) connected to 2 pcs/pole main bus-bars (crossection 6x40mm).

5. COOLING SYSTEM

Respecting that FETs dissipate significant amount of power, it is necessary to provide a quality cooling system. The conventional passive way for heat dissipation treatment was ineffective. Because of that we designed water cooling system. The cooler is composed from seven identical segments. Total of 12 FETs (each of two in parallel) are fixed on every segment by a screw. The segments are made from cupper bus with dimensions: width 50mm, thickness 5mm and length 555mm. On the cupper bus segments the cupper “U” shape tubes are welded, as shown in Fig.6.

Considering hydraulics, the segments are serially connected, and through them flows water from waterworks and leads away to the canalization. One can note that this way of the cooling doesn’t provide equal thermal dissipation from all of the segments, because the cooling of the first segment, where cool water gets into, is the best, and the cooling of the last segment is the worst, because the water is already heated. However, it is shown in the practice that this solution is enough good and the temperature differences between the segments are very small. Otherwise, if the segments are connected in parallel, it will require a valve more per segment, and more complicated way of adjusting of the equal water flow through all segments.

6. THE CONTROL OF CURRENT SOURCE

The control of current source is possible by hand (via a potentiometer), but we made the program using software package Lab VIEW for current source control. Really this program is destined for linearity measurement of current sensors. Program automatic changes the value of the control voltage on the output of A/D card. A/D card is used for current source control. Simultaneously this program reads the value of the voltage from referent current transducer. The program gives the graph of the output voltage of the tested transducer versus actual current, and automatically calculates the linearity. The front panel of this program is shown in Fig.7.
A/D card that we used is a 16 bits acquisition card NI PCI-6036E. It has 16 analog inputs (16 single ended/8 differential), PCI bus, 200KS/s, inputs ±10 to ±0.05V, 4 input ranges, 2 analog outputs 10KS/s, 8 digital inputs/outputs, two 24-bits counter/timer, digital triggering.

Realized current source is shown in Fig.8.

Fig.7. Front panel of program destined for linearity measurement of current sensors

Fig.8. Realized current source

7. CONCLUSION

This power supply is destined for current sensor testing and thereat it was very efficient. Current sensors were tested with maximum current of 1000A. Additionally, it is possible to modulate DC current with some NF signal, with maximal frequency of 400Hz. By this way it is possible to test current sensors at very low frequencies in the range from 0Hz to 20Hz. This is not possible with transformers.

Current source is located in a 19-inch rack mounted system as shown in Fig.2.

With this power supply we are able to test current sensors for maximal DC current of 1000A, since we used PC power supplies as modules. Because of that, in the case that it is important, we can add more modules for higher current. Respecting that we anticipate requisite for testing current sensors for higher current modular construction is very useful.
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Abstract: This paper shows the appliance of AJAX technology for asynchronous communication with XML Web services. It defines the demands an environment should fulfill in order to enable an efficient integration of embedded devices in a heterogeneous environment like the Web. In a service oriented environment, shown in this paper, XML Web services represent the basis for a middleware level in interaction between clients and embedded devices. Thanks to the implementations of the AJAX technology it is possible to generate more powerful applications in all widely accepted Web technologies like ASP, PHP, JSP and others. Concrete implementation of the described solution is realized in the system for surveillance and control of microclimate during mushroom production.
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1. INTRODUCTION

Today, and this will certainly be a trend in future, Internet represents the most significant technology for global integration of documents, knowledge, people and devices. Furious development of wireless and mobile communications, software, embedded systems and other technologies have significantly contributed to mass usage of the Internet as a transport medium in all areas of human activeness. Already today, many authors see the Internet, especially the Web, as a central server which connects most different resources. Mostly because of the fact that today there is a very large number of commercially available embedded devices, with built in hardware and software support for standard Internet protocols, the Web is widely used outside the common domain of B2B (business to business) applications. Unfortunately, the level of integration with embedded devices, which is accomplished in M2M (machine to machine) applications, is not on a satisfying level. Main reason for this is the fact that every solution for interaction with embedded devices is unique and applies to a specific domain, although all those solutions should enable an efficient interface to resources (sensors and actuators) of embedded devices.

This paper shows the requirements that a certain framework should fulfill in order to enable efficient integration of embedded devices into a heterogeneous environment like the Web. Modularity and service architecture of the represented framework make implementation of new technologies into specific solutions easy possible. For example, implementation of AJAX [1] (Asynchronous JavaScript and XML) technology significantly simplifies the communication between the client and the middleware realized by using XML Web services [2] (XML – eXtensible Markup Language).

2. FRAMEWORK CHARACTERISTICS

A framework, which aims for a fast and easy integration of embedded devices into a distributed environment, must fill out a large number of functional and nonfunctional requirements. Basic nonfunctional requirements are:

- A framework must be modular, expandable and flexible enough to provide possibility of interaction with a wide spectrum of hardware and software environments.
- A framework must have the capability of total control over the embedded device, either locally over the LAN network or globally over the Web.
- A framework must provide reliability, considering functionality as well as safety. Safety mechanism must be one of the components of the framework. Authentication, authorization and administration of users, which interact with the device, are mandatory functionalities of every specific implementation of the represented framework.

In order to fulfill all of these requirements the represented framework provides SOA – service oriented architecture [3] which combines key aspects of traditional REST (Representational State Transfer) [4] architecture with Web services [5]. This approach enables the embedded devices to be shown as the resources of the REST architecture i.e. enables the resources to be represented by a URI (Unique Resource Identifier). Also, complete interaction with the embedded device comes down to exchanging information about its state. Separation of state information from resource behavior is a key concept of loosely coupled components, as Web services are. On the other hand, web services make it possible for the framework to manipulate structured XML documents and do event registration as well as to apply standard HTTP and SOAP (Simple Object Access Protocol) protocols [6]. In this way, a very flexible, distributed model of concrete implementation for various applications is achieved.

On the other hand, a framework must also fulfill a large number of functional requirements, most of which are dependant of the type of embedded device the interaction should be realized with. One overview of functional requirements common for all embedded devices is shown in [7] and includes: addressing, capability of locating devices, archiving, interpretation of additional device data, defining real-time requests, event control and synchronization capabilities.

3. FRAMEWORK ARCHITECTURE

From architectural point of view components of the distributed framework, for interacting with embedded devices in network environment, can be classified in three basic layers. Those are:

- Client application – corresponds to presentations layer in the classic N – layer architecture. Beside responsibility
integrating embedded devices in heterogeneous distributed functionality of operations which are necessary during functionality of every embedded device and right

• monitoring and actuators control.

Embedded application is responsible for sensors status hardware on binary level. Beside binary communication, device firmware is responsible for communicating with hardware on binary level. Beside binary communication, embedded application is responsible for sensors status monitoring and actuators control.

Framework components have to provide right functionality of every embedded device and right functionality of operations which are necessary during integrating embedded devices in heterogeneous distributed networks, or Web. This primary refers to the following function types:

• Local sensors and actuators functions, which are fundamentally important for embedded devices functionality.

• Node functions i.e. specific functions, which must be executed by network application in order to maintenance network properly. Those include routing functions, Web service detecting, addressing embedded devices and so on.

• Functions at network layer which can be assumed as interface for clients and network administrators.

Fig.1 shows the logical view on an embedded systems network application.

Fig.1. Embedded systems network logical structure.

The only way that client i.e. network application can interact with concrete embedded device, is by using services from middleware layer, as we can see at Figure 1. The Distributed Middleware coordinates the cooperation of the services within the network, and provides services “orchestration”, in order to achieve desirable function. The Distributed Middleware is logically located in the network layer but it exists physically in the network nodes layer. For modern, embedded devices, with powerful microprocessor unit and enough memory space, the network node can embed device itself, while “legacy” embedded systems use PC computer as gateway for appropriate embedded device type.

Administrator terminal is an external entity to configure network parameters, monitor network functionality and to evaluate the results. Client terminals enables interface with users. Both, administrator and client terminal can be locally connected or remote connected via the Internet.

4. AJAX

AJAX (Asynchronous JavaScript and XML) isn’t a technology. It’s really several technologies, each flourishing in its own right, coming together in powerful new ways [10]. AJAX incorporates: standards-based presentation using XHTML (eXtensible Hypertext Markup Language) [11] and CSS (Cascading style Sheets) [12], dynamic display and interaction using the DOM (Document Object Model) [13], data interchange and manipulation using XML and XSLT (eXtensible Stylesheet Language Transformations) [14], asynchronous data retrieval using XMLHttpRequest, and JavaScript binding everything together. Differences between classic Web applications and AJAX applications are shown on Fig.2.
Fig. 2. The synchronous interaction pattern of a traditional web application (a) compared with the asynchronous pattern of an AJAX application (b).

As we can see from Fig. 2, AJAX application eliminates the start-stop-start-stop nature of interaction between the user and the server on the Web, by introducing an intermediary layer – AJAX engine. It seems like adding a layer to the application would make it less responsive, but the opposite is true. Instead of loading a webpage, at the start of the session, the browser loads an AJAX engine – written in JavaScript and usually tucked away in a hidden frame. Instead of loading a webpage, at the start of the session, the browser loads an AJAX engine – written in JavaScript and usually tucked away in a hidden frame. This engine is responsible for both rendering the interface the user sees and communicating with the server on the user’s behalf. The AJAX engine allows the user’s interaction with the application to happen asynchronously – independent of communication with the server. So the user is never staring at a blank browser window and an hourglass icon, waiting around for the server to do something.

Even if AJAX is new approach in Web programming (Jesse James Garret – February 2005.), all AJAX components are based on mature and standardized technologies. That is why all modern frameworks for developing Web applications have integrated AJAX. An example is ASP.NET AJAX, new Microsoft component, which enables developing AJAX applications by using Microsoft Visual Studio 2005. Authors used these tools to develop software modules which are part of framework shown in this paper. 

5. CONCRETE REALIZATION

By integrating client applications, developed by using ASP (Active Server Pages) and AJAX technologies, with XML Web services a hardware/software module called TempHumi was developed. TempHumi is used for surveillance and control of microclimate conditions during production of mushrooms.

Hardware basis was a humidity and temperature transmitter as well as a relay control unit, made by “Bravo” – Niš. Used controller, shown on Fig. 3, is based on an ATMEG AT89C4051 microcontroller [15] and has RS232 support. A SENSIRION SHT71 sensor [16] was used as a humidity and temperature sensor.

Fig. 3. Hardware for TempHumi module.

Basic software components of a TempHumi software module are:

- Embedded software i.e. firmware of the microcontroller. This software layer was realized by using open source C compiler SDCC (Small Device C Compiler) [17]. Communication with the device itself is defined in accordance with RS485 protocol, while I2C protocol is used for communication between the microcontroller and the sensor. Alongside these basic functions the firmware also supports other functions necessary for operation of the transmitter as are watch-dog timer and device addressing logic.

- Integration sublevel i.e. middleware, which is represented by the Web service, was developed, tested and implemented on a Microsoft .NET platform. Microsoft Visual Studio 2005 was used as a development tool, while the C# was used as the programming language. Basic function of the Web service was developed as a purpose builds Web method. This Web method receives a “semantic” command and the time in which it has to give an answer (i.e. the timeout time) as input parameters from an ASP.NET AJAX client. Role of the Web service is to do a validation of the received command word in accordance with predefined XML schema, transform the command word into a 4 byte array (start, address, command word, Lrc), forward that array to the RS485 interface and then receive an appropriate 7 byte response (start, address, MsbTemp, LsbTemp, MsbHumi, LsbHumi and Lrc). Web service also does the transformation of digitalized values, received from a controller, into physical values, and generates a response object which contains logical data about temperature, humidity and the status of the execution (OK or Timeout).

- Client application is realized as three ASP (Active Server Pages). Login page enables access for registered users and the registration of new users. Only one user, registered with administrative credentials, can generate
commands while other users can only look at the results of previous measurements. **Administrator page**, shown on Fig. 4, is refreshed every second using an AJAX timer. Alongside the refreshment of controls, data received from the controller is written into an appropriate XML file. **Operator page**, the third page, is used by all other users to look at the contents of the XML file created by the administrator page. Because all the results are saved in XML files, by using XSLT transformations it is possible to adjust the representation of the data for every single operator.

![Sistem za nadzor mikrokline](image)

**Fig.4. Administrator page.**

6. CONCLUSION

The framework, shown here, enables design of service oriented applications with loosely coupled software components which can be independently developed and implemented. Only basic knowledge about characteristics of the framework and implementation mode of the other components is needed for successful operation of the loosely coupled components. Concrete implementations of the represented framework enable the usage of asynchronous operations and concurrent programming which further are the conditions for successful interaction, not only communication, with embedded devices. The TempHui hardware/software module for surveillance and control of micro climate conditions during production of mushrooms represents one concrete realization of the represented framework. The usage of AJAX technology on the administrator page enables periodical refreshment of the data i.e. periodical communication with a XML web service. The XML web service itself represents the sublevel of integration i.e. periodical communication with a XML web service. The administrator page enables periodical refreshment of the data framework. The usage of AJAX technology on the represents one concrete realization of the represented framework. The usage of AJAX technology on the administrator page enables periodical refreshment of the data for every single operator.
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Abstract: The recent development of Field Programmable Gate Array (FPGA) System-on-Chip (SoC) architectures, with coarse-grain processors, embedded memories and Intellectual Property (IP) cores, offers high performance for computing power as well as opportunities for rapid system prototyping. These platforms require high-performance on- and off-chip communication architectures for efficient and reliable inter-processor data transfer. By increasing the number of IP cores that are embedded in a SoC design, as well as the number of VLSI circuits that are installed in circuit boards, the problem of interconnection becomes more challenge. In this paper, we propose an efficient technique for realization of on- and off-chip system bus based on wrapper technology and CDMA techniques, in order to achieve efficient data transfer among IP cores in SoC and among chips on circuit boards. The main benefits of using this technique related to decreasing the number of wires on system bus in average for 50 %, while the main disadvantage deals with increasing the latency of Read and Write processor cycles.
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1. INTRODUCTION

On-chip communications present permanent design challenge for high speed data transfer realization among building blocks in SoC design. Bus architectures (on-chip/off-chip buses), Network-on-Chip (NoCs) and point-to-point connections nowadays are used in order to successful elimination this bottleneck at complex VLSI IC design. On-chip buses can be classified into standard buses and wrapper-based buses. Standard buses are specified and realized for using protocols over wiring connections between IP cores within SoC [1]. Typical on-chip standard buses, which are used in SoC designs, are AMBA, CoreConnect etc. Standard off-chip buses are VME, Multibus, etc. Wrapper-based approach uses the IP core interface protocol. It is independent of a physical bus protocol, and uses hardware wrappers to handle with core-to-core communications. In contemporary embedded systems, a CDMA technique is proposed as a new way for IP core interconnections. This technology relies on a principle of codeword orthogonality, such that when multiple codewords are summed, they do not interfere completely with each other at every point in time and can be separated without loss of information [2].

In this paper, we consider a realization of a system bus based on wrapper logic and CDMA technique used for data transfer between the CPU, a memory, and input/output subsystem. A corresponding wrapper structure is accompanied to each IP core in a SoC solution, or to memory/input-output module in printed circuit board solutions. By attaching a wrapper hardware the width of data and address buses is decreased, while latency of Read and Write processor cycles is increased. Implementation of a wrapper based bus is illustrated on uni-processor 32-bit system.

2. TAXONOMY OF ON-CHIP COMMUNICATION ARCHITECTURES

Taxonomy of on-chip and off-chip communication architectures is pictured on Fig.1. As can be seen from figure, communication architectures can be divided into three main classes. In this case, the term architecture relates to the structure of interconnection between processing elements, protocols and interface design [1].

In point-to-point interconnect architecture, pairs of processors or units communicate directly over dedicated physically wired connections. The interconnections can be performed as custom, referred as ad hoc interconnections, or as uniform. For bus architectures, long wires are grouped together to form a single physical communication channel, which is shared among different logical channels. An arbitration mechanism is used to control sharing of the bus. Typical bus architectures are AMBA, CoreConnect etc. Network-on-Chip (NoC) is an architecture of type data communication networks, such as LANs, with interprocessor communication supported by a packet switched network.

3. UNI-PROCESSOR SYSTEM BASED ON STANDARD BUS ARCHITECTURE

A typical 32-bit uni-processor system is sketched in Fig.2. The system consists of several IP core/modules. Modules can be of master or slave type. The structure given in Fig.2 is suitable for SoC or PCB implementations. In our case, a system composed of one master and several slaves will be analyzed. The CPU is a master core, while memory blocks, MEMi, i=1, ..., m, and peripheral units, PERj, j=1, ..., k, are slave cores. All cores are connect via a system bus. The system bus is composed of unidirectional 32-bit address bus, ADDR[31:0], bidirectional 32-bit data bus, DATA[31:0], and bidirectional control bus. Constituents of a control bus are: STATUS[2:0] lines - point to a current processor cycle; M/IO line - defines selection of a memory or input-output module; RD line - active when Read cycle is in process; WR
line - asserted when Write cycle is in progress; INTR - interrupt request initiated by peripheral modules, INTA - interrupt acknowledge; RDY - assertion for data transfer readiness initiated by a slave module; CS_H (CS_L) - chip select for memory/peripheral module. The building blocks Memory_Address_Decoding_Loc, MADL, Input/Output_Address_Decoding_Loc, IOADL, and Wait_State_Loc, WSL, are realised as interface units located between the CPU and memory/peripheral modules. In our case, the MADL and IOADL are implemented as combinational multilevel chip select decoders, while the WSL is implemented as a shift register with possibility to insert variable number of wait states.

4. MOTIVATIONS FOR USING CDMA TECHNIQUE

As a consequence of shrinking transistor dimensions, a complexity of VLSI ICs, from aspect of number of transistors, increases at faster rate than designer's possibilities to use these benefits are. Such a trend in development and research has created in a well-known gap in VLSI production. This gap appears due to limited intellectual designer's capabilities, from one side, and technology possibility to reuse IP cores in a SoC design, from other side. In average, daily, an engineer can design a logic circuit which hardware complexity doesn't exceed forty gates, while the reuse concept enables to build IC blocks with hardware complexity up to 1000000 gates. Having this in mind, but with aim to decrease the productivity gap, nowadays, many designers use extensively the reuse concept, based on pre-designed and pre-verified IP cores. Typically, IP cores are realized as microprocessors, microcontrollers, DSP processors, dedicated functional units, bus interfaces, and numerous others peripheral components. Until recently, the design-space exploration for SoCs has been mainly focused on the computational aspects of the problem, i.e. increasing microprocessor and peripheral chip performance. However, as the number of IP blocks on a single chip and their performance continue to increase, a shift from computation-based to communication-based designs becomes mandatory. As a result, the communication architecture plays a major role in the area, performance, and energy consumption of the overall systems. In order to increase system performance it is necessary to design high speed and high bandwidth data transfer buses. In contrary, further performance increase of computer constituents will be without effect on overall system performance. This is a reason way during the last several years too much research efforts in high speed bus development is devoted. But, during realization of high speed buses we meet with numerous problems. These problems are typical for realization of a interconnect. To solve this problem various techniques are used. In most cases, these techniques include implementation of additional hardware. An alterative solution to increase bus throughput consists of increasing bus data transfer lines. As a consequence, by using this approach, the number of lines, system complexity, occupied PCB area, and PCB tracing increase. In all cases, the buses with corresponding interfaces become very complex system. As a number of bus lines becomes higher the cost of these systems increases. Bearing this in mind, a bandwidth improvement achieved by increasing the number of bus lines, for most design solutions, is not a rational economical solution.

Code division multiple access (CDMA) has been proposed as an alternative way for interconnect of IP cores in a SoC design, or as a solution for interconnecting modules within a system realized in several PCBs. Compared to a conventional TDMA-based bus, a CDMA-based bus has better features concerning channel's isolation and channel's continuity in time domain since channels are divided by the spreading codes [3]. CDMA technology relies on the principle of codeword orthogonality, such that it enables efficient separation of information.

5. SYSTEM BASED ON WRAPPERS AND CDMA TECHNIQUE

A structure of a system is shown in Fig.3. From aspect of functionality, it is identical to the system presented in Figure 2. A main difference relates to the implementation of data transfer technique between master and slave modules. In both cases, for data transfer, a system bus is used. In Fig.2 it corresponds to classical solution, while in Fig.3 a system bus based on CDMA technique is implemented. In order to implement CDMA technique corresponding bus wrapper logic is appended to each module. Wrapper based bus as an innovation technology enables reusing of IP cores in SoC designs, in an efficient way [4, 5]. From logical point of view, by using this approach, the operation of a communication logic and IP core logic can be analyzed separately. This allows us to bridge a connectivity problem, which relates to physical bus protocols. Namely, a wrapper based approach provides us to use: a) IP core interface protocol independently of a physical bus protocol; and b) hardware wrappers to handle the core-to-core communication. Consequently, IP cores complying with the interface protocol can be easily integrated into SoC designs that use different physical buses (AMBA, CoreConnect, etc.) as backbones. However, by attaching a simple wrapper hardware we decrease, from one side, the interconnect complexity, but, from the other side, we increase the system latency. In general, an optimal solution represents a compromise between two contradictory requirements. In order to solve this problemcorrectly a spacial design attention is needed.

In a concrete proposal sketched in Figure 3, to the CPU a wrapper BW_CPU called master is appended. A slave wrapper denoted as BW_MEMi is appended to memory block MEMi, and a slave wrapper BW_PERj to a peripheral block PERj. In order to achieve a low hardware system complexity, a CDMA data transfer technique is implemented on address and data buses, only. The control bus is identical for both solutions. Let note, that the wait state logic and the logic used for selection of memory blocks or peripheral units (WSL, MADL, and IOADL - see Fig.2. is appended to the wrapper logic (see Fig.3.). After a system reset the CPU initializes all wrappers connected in a chain. Initialization is performed by inputing a corresponding configuration file through CIB pin.
Fig. 2. Uni-processor 32-bit system based on standard bus architecture

Fig. 3. Uni-processor 32-bit system organized around system bus which uses wrappers as interface logic and CDMA transmission technique for data transfer
Master and slave wrappers are of similar hardware structure. From operating point of view the main difference between them is the following:

a) At its inputs the master wrapper accepts signals compliant with VCI 2.0 standard defined by VSIA [6], and at its outputs generates signals that are used for CDMA bus transfer.

b) At its inputs a slave wrapper accepts signals from CDMA bus, and at its outputs generates signals compliant with VCI 2.0 standard.

Since the structures of a master and slave wrapper are similar, in the sequel, we will explain the structure of a master wrapper, only (see Fig.4).

 Constituents of a BW_CPU are: the functional units BWCU (Bus Wrapper Control Unit), AE (Address Encoder), DED (Data Encoder/Decoder) and CD (Command Decoder), and system control units CG (Clock Generator) i CR (Configuration Register). The CR unit accepts and stores a configuration file [7]. CG acts as a PLL system. It generates clock signals for all functional units. A BWCU is realized as a finite state machine (FSM). It generates control signals for driving BW_CPU functional units. The AE converts a binary encoded address into a CDMA address. A DED is bidirectional converter. It operates in half-duplex mode using time division multiplexing. In a direction CPU → CDMA bus a DED converts CPU output data into CDMA data. In opposite direction, it converts CDMA data into binary coded CPU input data. A CD unit passes through the CPU control signal lines to CDMA control bus.

The operation of a CDMA coded wrapper-based bus we will explain on execution of processor Read (see Fig.5.) and Write cycles (see Fig.6.). The Read cycle begins at instant \( t_1 \). After a time period \( t_2 \) the CPU sets its address and status output lines at valid states and the MW activates them. As a response, the MW activates a signal RDY. It signals CPU to insert wait states. In addition, the MW converts address from binary to CDMA code and sends it via a CDMA bus to slave wrappers. A total time period, \( t_{12} \), used for address transfer in a direction CPU → MEM/PER module (see Fig.5.), is defined as \( t_{12} = t_{MW} + t_{CC} + t_p + t_{SW} \); where \( t_{SW}(t_{SM}) \) is a needed time to latch address in a master (slave) wrapper, \( t_{CC} \) is a transfer time of CDMA coded information; and \( t_p \) corresponds to signal propagation time over CDMA bus. \( t_{CC} \) is proportional to number of bits in a spreading code and is equal to \( t_{cc} = s * t_{br} \); where \( s \) is number of bits in a spreading code, and \( t_{br} \) is time for processing and transfer of single bit through CDMA bus. Since, \( t_{cc} > t_{MW} + t_{SW} + t_p \) than \( t_{12} \approx t_{cc} \) is valid. Let note that in Fig.5. time intervals \( t_{MW} \) i \( t_{SW} \) are not presented. After \( t_2 \), an access to memory or peripheral module is performed, for time period \( t_{acc} \). At instant \( t_3 \), the addressed module has ready data and sends them to SW. A module SW codes data and delivers them to MW. MW block decodes data and sends them to CPU-u. After that, SW deactivates a signal RDY which passes through MW and drives CPU. In this moment, the wait state is terminated. Next, the CPU accepts data present on data lines and after \( t_4 \), in \( t_5 \) it terminates a Read cycle.

In Fig.6 a Write cycle is sketched. The scenario of this cycle is simpler in respect to the Read cycle. The main difference is the following: During the first part of a Write cycle, at instant \( t_1 \), the CPU generates an address, while at \( t'_1 \) it generates a binary coded valid data. Both address and data bus signals drive the BW_CPU which converts them into CDMA coded signals. During this \( t = t'_1 - t_1 \approx 0 \) is valid. In order to make visual presentations (Fig.5. and 6.) more illustrative, the address transfer is pictured by a full line, while data transfer is pictured by a broken line.
Fig. 6. Signaling scenario of a Write processor cycle

RESULTS

The proposed method can be implemented to any address and data bus as constituent of a system bus. In a concrete case, we use S orthogonal codes for CDMA coding. As a result, if unencoded buses are of n bits width then the CDMA coded equivalent buses will be reduced to
\[ p = \frac{n}{S} \lceil \log_2 S + 1 \rceil \] bits. For 8-bit spreading code a bus reduction is 50%. Results concerning an average bus reduction, denoted as \( R_{BL} \), are given in Table I. As a consequence of implementation a CDMA data transfer the system latency increases. It is expressed as a number of clock pulse periods in term of a spreading code width. For Read cycle a latency is denoted as \( T_{RCP} \), and for Write cycle as \( T_{WCP} \). The results which relate to \( T_{RCP} \) and \( T_{WCP} \) are given in Table I.

Table 1. Performance concerning bit reduction and latency

<table>
<thead>
<tr>
<th>n</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>4</td>
<td>6</td>
<td>12</td>
<td>24</td>
<td>48</td>
<td>96</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>128</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>32</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>12</td>
<td>24</td>
<td>48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( R_{BL} ) (%)</th>
<th>T_{RCP} (clk)</th>
<th>T_{WCP} (clk)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48.75</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>68.75</td>
<td>25</td>
<td>8</td>
</tr>
</tbody>
</table>

6. CONCLUSION

An efficient technique for realization of on- and off-chip system bus based on CDMA techniques and wrapper technology is proposed in this paper. It is intended to achieve an efficient communication between IP cores in on-chip bus, and CPU and memory/peripheral modules in off-chip system bus. The benefits of the proposal relate to decreasing data and address bus width. The drawback deals with increasing system latency. The proposed solution is not implemented on a control bus in order to be compliant with already well known wrapper based solutions for standard buses such as AMBA, CoreConnect etc. The wrapper logic, realized on FPGA platform, provides a possibility to implement a reconfigurable solution. The reconfiguration is possible to achieve by modifying the configuration file during FPGA/system initialization phase.
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Keywords: Microcontroller, RISC, CISC, embedded systems.

1. INTRODUCTION

Not long ago, the computer word was flooded with many different promising computer architectures with lot of exiting alternatives, advances and innovations. But nowadays, there is no doubt that the mainstream of computer architecture development, designated for personal computers, servers and workstations, has collapsed into a single architecture: Intel x86 [1]. Once-mighty processors, like MC68000, MIPS, ALPHA, PowerPC, SPARC and other, one by one, have faded from the scene, replaced by the ubiquitous Pentium II and its descendants [1]. It has turned out that crucial influence on processor performance hasn’t been architecture, nor instruction set, nor even CISC/RISC conception, but the semiconductor fabrication process, reducing the computer industry into an improving and repackaging exercise for Intel, AMD, and several smaller manufacturers. Based on those facts, a logical question arises: is there any sense to deal with anything different form x86 architecture? The answer is yes, although it sounds contradictory! The reason is a great versatility of a special kind of microprocessors – microcontrollers.

According to World Semiconductor Trade Statistics [2], calculated on a net market income, x86 microprocessors designated for personal computers, servers and workstations, occupy 50% of the microprocessor market, but counted on a number of the sold units, more than 99.5% of the market belongs to microcontrollers.

What is a microcontroller? Contrary to classical microprocessors, which are designated for desk-top or server computer manufacturing, microcontrollers are primarily designated for realization of small controller applications – called embedded applications. It is common for microcontrollers to have several devices integrated on the same silicon chip: CPU, RAM, ROM, and a combination of other peripherals – digital ports, analog ports, communication controllers, timers, counters etc. According to [2] the calculation is simple – on each x86 sold unit there are 199 sold microcontrollers, and if the average price of x86 microprocessor is 199$ then the average price of a microcontroller is only 1$. Low microcontroller prices produce radical change in design philosophy of electronically controlled devices; microcontrollers are embedded everywhere, in TV sets, monitors, hard disks, keyboards, vacuum cleaners, toasters, mixers and even in children toys – any battery powered toy has embedded microcontroller. Compound equipment in which microcontrollers are integrated together with mechanical or electromechanical hardware, and where microcontroller ménage relatively small number of control functions, is often called embedded systems.

There are several different kind of microcontrollers, 4-bit, 8-bit, 16-bit, 32-bit, with signal processing capabilities, low power, with lot of memory, with USB support, with TCP/IP support, based on CISC or RISC architecture etc. Such diversity often makes difficult for embedded system designer to make a proper choice. The most common solution is to fix the upper price for microcontroller, and then to choose controller with maximum processor strength within demanded price limits. Low microcontroller prices (average price of 32-bit, 16-bit and 8-bit families converge to few $ for each family) makes that such approach causes selection of a microcontroller with excessive performances. As a result, usually more disadvantages than benefits appear: the software is not simpler, but the hardware is more complicated and more expensive.

Deliberate review of selection practices is presented in this paper. Several main criteria that should be considered in microcontroller selection procedure are discussed, from viewpoints of development tolls, architecture and technology. Several characteristic examples are presented; in order to disprove widespread misunderstanding that the imperative criterion for microcontroller selection is the processor strength/price ratio.

2. MICROCONTROLLER SELECTION CRITERIA

Contrary to x86 microprocessors, where the execution speed of the system software is the main and almost singular criterion, for microcontrollers instruction execution the speed is only one among many criteria – usually the least important: many industrial processes, controlled by microcontrollers are very slow, duration of a control cycle is 10ms and more! The most important hardware selection criteria, along with execution speed, are: a) architecture specificity, b) code density, c) the amount of memory and d) the power demands. A discussion about these criteria will be illustrated by code examples for two microcontroller families, one "old-fashioned" and one "modern" family:

- 80C51, the oldest CISC family, that occupies major part of 8-bit microcontroller market, and
- MSP430, modern 16-bit RISC family, dominant on low power microcontroller market.

2.1. CISC/RISC dilemma, code density and execution speed

A superficial statement that still exists in academic and engineering community is that RISC type of computer architecture has many advantages compared to CISC architectures [3]. RISC processors are considered more modern, efficient, and cost-effective than older CISC chips. They’re generously endowed with better performance, lower power consumption, and higher speeds. In many cases,
microcontroller selection is based on that criterion – it is "fancy" to use RISC microcontrollers. However, the progress of semiconductor manufacturing technology made that such a statement has been pointless for more than 15 years; pure RISC architecture concept virtually disappeared with increased number of available transistors per silicon chip. In all modern processors, instruction set is designed to execute main instructions in a single machine cycle, while other useful non-RISC instructions are multi-cycle and accelerated as much as available transistor count permits. In that way, all RISC advantages are preserved, and in addition rich CISC-like instruction set allows efficient compiling, together making final code both fast and memory efficient. Compilers written for those processors have wide scale of compiling opportunities: from maximally fast code, to maximally compact code.

It is well known that original RISC concept implies that CPU core efficiently works with data stored in great number of internal general purpose registers [3], while communication with memory and peripherals is occasional and managed by LOAD and STORE instructions. In embedded applications such a concept is unfavorable – control applications need frequent access to peripherals. Microcontroller designers were aware of this and other RISC disadvantages, so they formulated modified concept: "RISC architecture without RISC-disadvantages" [4]. In Table 1 a comparative characteristics review for two microcontrollers, 80C51 [5], and MSP430 [4] is shown. It is satisfied for both families:

- There are no LOAD and STORE instructions.
- Operands for arithmetic and logic instructions must be only in general purpose internal registers.
- There is no fixed instruction format.
- There are multi-cycle instructions.
- There are plenty of addressing modes for memory and peripheral access.

Table 1.

<table>
<thead>
<tr>
<th></th>
<th>80C51</th>
<th>MSP430</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working registers</td>
<td>A, R0–R7</td>
<td>R4–R15</td>
</tr>
<tr>
<td>Instruction count</td>
<td>51</td>
<td>27</td>
</tr>
<tr>
<td>Addressing modes count</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Execution speed in machine cycles count</td>
<td>1, 2 &amp; 4 (4: mul &amp; div)</td>
<td>1 – 6</td>
</tr>
<tr>
<td>Instruction length</td>
<td>1, 2 i 3 bytes</td>
<td>1, 2 i 3 words</td>
</tr>
</tbody>
</table>

According to the previous analysis, it is clear that both families have conceptually similar architecture, and that both equally deviate from "academic RISC philosophy". It seems that microcontroller manufacturers declare their microcontrollers as a RISC machines as a marketing claim with no serious meaning for engineering selection criterion.

When the execution speed is considered, the usual misunderstanding is that duration ratio of machine cycle and main clock cycle is a reliable speed measure. For example, if a machine cycle of one microcontroller lasts four clock periods, and duration of the second microcontroller machine cycle is two clock periods, it is usually assumed that the second microcontroller is faster. But in the reality, the information about the (machine cycle)/(clock cycle) ratio, segregated from the other facts, is worthless. It is possible that the first microcontroller can be driven at much higher clock speeds, or that instructions of the second microcontroller last a lot of machine cycles, making the first one much faster in real program executions. In example 1.a, a fragment of a simple C code is illustrated, while in examples 1.b. and 1.c. assembly code listings of compiled C code from 1.a. are presented, for P89LPC901 (8051 family) and MSP430x11x1 (MSP430 family) microcontrollers. The used compilers were Keil Cx51 Compiler [6] and MSP430 IAR C/C++ Compiler [7], both configured for speed optimization.

```c
void Test_1(void)
{
    register unsigned char i,m,c;
    c=P2; // c:=port P2
    for(i=10;i!=0;i--){
        m=i*c+1;
        proc (m);
    }
}

Example 1.a.
```

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Test_1:</td>
<td>Test_1:</td>
</tr>
<tr>
<td>MOV R6,#10</td>
<td>MOV R6,#10</td>
</tr>
<tr>
<td>MOV R5,P2</td>
<td>MOV.R B P2IN,R10</td>
</tr>
<tr>
<td>; R6 := i</td>
<td>; R11 := i</td>
</tr>
<tr>
<td>; R5 := P2</td>
<td>; R10 := P2</td>
</tr>
<tr>
<td>L1:</td>
<td>L1:</td>
</tr>
<tr>
<td>MOV A,R6</td>
<td>MOV B R11,R12</td>
</tr>
<tr>
<td>; A := i</td>
<td>MOV B R10,R14</td>
</tr>
<tr>
<td>MOV B,R5</td>
<td>CALL #MUL8</td>
</tr>
<tr>
<td>MUL AB</td>
<td>INC B R12</td>
</tr>
<tr>
<td>; A := m</td>
<td>CALL #PROC</td>
</tr>
<tr>
<td>INC A</td>
<td>CALL #PROC</td>
</tr>
<tr>
<td>CALL PROC</td>
<td>DEC.B R11</td>
</tr>
<tr>
<td>DJNZ R6,L1</td>
<td>JNE L1</td>
</tr>
<tr>
<td>RET</td>
<td>RET</td>
</tr>
</tbody>
</table>

Example 1.b. Example 1.c.

Example 1. Listing of simple C program and related assembly listings of compiled C code for P89LPC901 and MSP430x11x1 microcontrollers.

If the number of machine cycles inside loop is counted, one can observe that RISC (MSP430x11x1) microcontroller needs much more cycles, because of slow 8-bit software multiplication managed by calling MUL8 routine. If multiplication is neglected, the number of machine cycles is similar for both controllers. It is obvious that the lack of multiplying instruction in that particular case significantly reduces program execution speed, while 16-bit RISC architecture doesn't yield any improvement in realization of program flow control.

Contrary to personal computers, the size of RAM/ROM inside microcontrollers is always limited, making code density of embedded programs a very important demand. The code from 1.b. example occupies only 11 bytes of ROM and it is much better than code from 1.c, which occupies 13 program words (13 words = 26 bytes). Example 1 is a typical situation in which a modern 16-bit "RISC" device can manifest inferior performance compared to outdated 8-bit "CISC" device.

In conclusion, when architecture, code density and
execution speed are important criteria for microcontroller selection, some directions should be considered:
1. RISC/CISC dilemma is unreasonable. It is important for an instruction set to be fast and rich with instructions, in order to write short and fast programs. A typical example for poor instruction set is 8-bit Microchip controllers, families from 10 to 16 [8].
2. If embedded system doesn’t need intensive math calculations with 16-bit or 32-bit numbers, the best choice are 8-bit microcontrollers (with direction 1 satisfied). Control algorithms in most cases are implemented as state machine, causing that the control program is organized through lots of loops, branches, interrupt responses, etc, what can be implemented by 8-bit devices with better efficiency then with 16-bit and 32-bit controllers.
3. The same control algorithm (without 16-bit or 32-bit math calculations) coded in 8-bit microcontroller, occupy approximately half of the memory compared to 16-bit devices and a quarter of the memory compared to 32-bit devices.

2.2. Architecture specificity
Any microcontroller family has some particular characteristics that made it specialized for some application type. A good illustration is the old-fashioned 80C51 family and binary data processing.

There are plenty of applications in which single-bit binary signals should be processed. In such applications good choice are microcontrollers with a hardware support for bit-oriented arithmetic (devices with bit-oriented ALU) [9]. In 80C51 microcontroller family, all digital ports are bit-addressable, there is a bit-oriented ALU, and part of RAM is bit-addressable. The advantage of such an architecture compared to the universal MSP430 architecture is illustrated in the next example.

Suppose that one should construct a device for binary signal processing according to hardware schematic of 5-bit shift register, Fig.1.

C program fragment and corresponding assembly code listing for P89LPC901, which implement one step of shifting, are shown in example 2.

Example 2. C code listing and corresponding assembly code listing for P89LPC901 which implements device from Fig.1.

The previous discussion shows that during the process of microcontroller selection, it is very important to be aware of microcontroller specialization for intended application, what is usually much more important than the universal processor speed and performance.

2.3. Size of RAM/ROM memory
A typical practice in a case of microcontroller software design is that program code is loaded into ROM (Flash, EPROM or EEPROM), while RAM is used for storing program working variables. The size of RAM in various microcontrollers typically varies between 64 bytes and 16 Kbytes and ROM between 512 bytes and 512 Kbytes. But the memory size doesn’t have the same meaning for 8-bit, 16-bit, and 32-bit microcontrollers, because of different code density.

Example 2. C code listing and corresponding assembly code listing for P89LPC901 which implements device from Fig.1.
It is doubtless that an advantage of the larger memory size is the relaxed programming of control applications using object-oriented programming languages and software tools – it is well known that programming using C++ language together with the extensive use of class libraries produce large machine code with plenty of internal variables, which means large RAM and ROM are needed. But contrary to the pure C or assembly language, application development in C++ needs less time, source code is shorter and more readable, program maintenance is easier, and migration to other microcontrollers is much easier. On the other hand, the size of RAM is critical, and there is enough RAM, good microcontroller architecture can’t help a lot. In that case, a good compiler which takes care of variable overlaying, and extensive usage of inline functions can significantly reduce RAM needs.

For applications where both ROM and RAM should be large, microcontrollers with an external system bus can be selected and large RAM end ROM memories can be externally connected.

### 2.4. Power supply issues

In certain number of embedded applications, microcontroller power consumption is not important – some controlled equipment consume much more power than any microcontroller, and if the price of controlled equipment is high, it is senseless to take special care about microcontroller price. In that case application of some miniature industrial PC is the best solution [11].

Modern low power microcontrollers are usually supplied with 3.3V or less power supply. But in large noisy environment this characteristic can be troublesome – noise margins for those controllers are reduced compared to microcontrollers with 5V power supply.

Low power controllers are usually equipped with several power-down modes. Embedded system designer should be convinced of time required for leaving of power down mode. If that time is long, then servicing of the real-time events can be unreliable.

### 3. CONCLUSION

Microcontroller selection procedure during the early phases of embedded system design, in many practical situations is meter of improvisation: chosen microcontroller was used in previous projects, or modern microcontroller with big processing strength is selected. In both cases final design can be more expensive and it is not uncommon that

---

Example 3. C code listing and corresponding assembly code listing for MSP430x11x1 which implements device from Fig.1.

```c
#define BitA BitAReg60x01
register char ShReg, BitAReg;
// part of the C code which
// execute one-bit shift
if((BitA||Q3)&&(Input||Q0)){
    ShReg>=1;
    ShReg|=0x80;
} else{
    ShReg>=1;
    ShReg&=0x7F;
}
if(Q1) P1OUT|=0x02;
else P1OUT&=0xFD;
if(Q2) P1OUT|=0x04;
else P1OUT&=0xFB;
```

```asm
Assembly code of compiled C code:

L1: bit.b #0x1, &P1IN
    jc L2
L2: bit.b #0x8, R14
    jnc L3
L3: bit.b #0x1, &P1IN
    jc L4
    bit.b #0x10, R14
    jnc L5
L5: bit.b #0x10, R14
    jnc L6
L6: bcc L7
    jmp L6
L7: bit.b #0x04, &P1OUT
    bic.b #0x02, &P1OUT
    jmp L8
L8: bit.b #0x04, &P1OUT
    jnc L9
L9: bit.b #0x02, &P1OUT
    jnc L10
L10: if(Q1) P1OUT|=0x02;
    else P1OUT&=0xFD;
L11: if(Q2) P1OUT|=0x04;
    else P1OUT&=0xFB;
    jmp L12
L12: bit.b #0x04, &P1OUT
    bic.b #0x10, R14
    jnc L13
L13: bit.b #0x04, &P1OUT
    jnc L14
L14: bit.b #0x02, &P1OUT
    jnc L15
L15: if(Q1) P1OUT|=0x02;
    else P1OUT&=0xFD;
L16: if(Q2) P1OUT|=0x04;
    else P1OUT&=0xFB;
    jmp L17
L17: bit.b #0x04, &P1OUT
```

Example 3. C code listing and corresponding assembly code listing for MSP430x11x1 which implements device from Fig.1.
whole system must be redesigned and based on another microcontroller. In order to avoid negative consequences, microcontroller selection procedure should be systematically performed:

a) Physical demands should be correctly defined: target price, physical dimensions, power supply demands, temperature range, etc.

b) Processing demands should be correctly defined: numerical precision in math calculations, maximally allowed time for execution of critical program loops, maximal interrupt response time, etc.

c) Definition of input/output demands should be done: how many digital channels, what is the maximal frequency on digital channels, analog channels, resolution and bandwidth of analog channels, etc.

d) The correct estimation of required ROM size should be conducted, by writing and compiling of the main parts of microcontroller program.

e) The correct estimation of required amount of RAM should be conducted by calculating the stack size, the size of software buffers and the net size of working variables.

f) It is necessary to check the microcontroller availability on the market, and the availability of development tools.

If the result of systematic decision is more than one microcontroller, the recommendation is to use a device with best development tools.
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Abstract: This paper describes a teaching aid suitable for understanding the basic features of the programmable logic controller by enabling students to develop and implement their own programs for Allen Bradley family controller. Two open-board visual impressive application modules, supplied with function switches and LED status indicators, serve for the verification of design results.
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1. INTRODUCTION

During the seventies last century, with the appearance and rapid development of the programmable logic controllers (PLCs), the sequential control, which until then has traditionally been realized with relay techniques, has been implemented in software. Namely, the PLC was initially developed by a group of engineers from GENERAL MOTORS in 1968, where the initial specification was formulated: it had to be easy programmed and reprogrammed, easily maintained and repaired, significantly smaller dimensions than its relay equivalent, and cost-competitive with the relay panels then in use [1]-[4]. Programmable Logic Controllers caused great interest of engineers from all disciplines, which resulted in using the PLC for industrial control. A microprocessor-based PLC was introduced in 1977 by ALLEN BRADLEY Corporation in USA, using an Intel 8080 microprocessor with the possibility of handle bit logic instructions at high speed. Recall that the early PLCS were designed only for logic-based sequencing jobs (on/off signals). Today there are hundreds of different PLC models on the market. They differ in their memory (from 256 bytes to several kilobytes), I/O capacity (from a few lines to thousands), as well as in the signal processing possibilities they offer. Certainly, the simplest PLCS serve just as relay replacers with added timer and counter capabilities. More complex controllers, in addition to amplified signals, can also perform simple arithmetic calculations as conventional Pld controllers. This is the reason way the letter L can be dropped from acronym PLC, but to be avoided confusion with personal computers (PC), it is not done. In the recent literature can be found some descriptions of the successful implementations of the advanced control strategies based on the industrial PLC platform [5].

At a basic level PLCS are programmed in a simple form of assembly code, but each manufacturer has their own standards and definitions for these codes. There are other programming languages, including the IEC 61131-3 standard, Sequential Function Chart or Function Block Diagrams. However, a long established standard programming language called “Ladder Diagrams” is universally understood by PLC programmers. Therefore, at this time ladder logic remains the standard way of PLC program describing. In recent years, PLCS have become more sophisticated, and it is sometimes difficult to put all their features into the ladder logic framework, which gives priority to other alternative programming languages.

This paper deals with a teaching aid perfect for explaining the architecture and way of programming the programmable logic controllers in the laboratory conditions. Active participation of students is stimulated by allowing them to critically analyze the existing solutions and come to the original solutions considering traffic signal control or set of events at automatic work of washing machine.

2. DIDACTIC PLC APPLICATION – HARDWARE AND SOFTWARE ENVIRONMENT DESCRIPTION

Fig.1 shows the photograph of an experimental platform that is used for testing the didactic equipment "FEEDBACK PLC Applications 34-400"[6] in the Laboratory for Control Engineering at the Faculty of Electronic Engineering in Niš. The complete purchase of this laboratory equipment was supported by WUS-Austria [7] under the Grant C.E.P. No.115/02.

As it is shown in Fig. 1, the experimental setup consists of six functional elements as follows: 1. Personal computer; 2. Programmable logic controller; 3. RS232 communication cable; 4. Module interface; 5. Bench-top open-board cross-roads module; 6. The main window of RSLogix 500 you can expect to see on the monitor immediately after project opening.

Note that to effectively use the necessary software for PLC programming, the personal computer must meet the following hardware and software requirements: Pentium™ or Pentium-compatible microprocessor; 32 MB of RAM and at least 10 MB of available hard disk space; 16-color VGA Graphics Adapter 640×480 or greater resolution (256 color 800×600 optional); a CD-ROM drive; a 3.5-inch, 1.4 MB disk drive, and any Windows compatible pointing device. The operating system must be one of the following: Microsoft®

Fig.1. Photograph of the experimental platform
Windows® 95/98 or Windows NT 4.0 with Service Pack 4 or greater.

The PLC device Allen Bradley, Micrologix 1000 (part of the platform marked by 2 in Fig.1.) is handily packaged onto a folded metal baseplate, keeping the supply connections safely away from the user. Students are allowed full access to the I/O connections according to the input/output voltage ranges, as is shown in Fig.2 [8].

Recall that, after reading status of sensors, the PLC operating system allows controller to perform some arithmetic-logic operations on uploaded data, and in order to implement the control strategy, the processed data are transferred to the output terminals as actuators, indicators etc [9]. This procedure is repeated periodically and any such program passage is one scan cycle. Fig.3 illustrates the scan cycle of five steps: ① Input scan; ② Program scan; ③ Output scan; ④ Communication scan, and ⑤ Maintenance.

During the maintenance operations, various register updates are performed, as well as a number of other tasks that the user does not have to care. During communication scan, the data exchange with other devices connected for PLC is carried out. It is clear that the duration of the program scan depends on the program length and can be calculated easily by addition the instruction times. Typical instruction times and memory usage for Micrologix Controller are given in the Table 1. It is about data related to counter instructions, set on condition and set output instructions, as well as timer instructions. Since it is impossible to change the hardware and software environment, students are able to develop their own programs. After testing logical correctness of the developed program and before uploading program in the memory of the controller, it is suitable to verify whether the available controller meets all memory and real-time requirements.

The connection between the computer and programmable logic controller in Fig.1 was achieved with RS232 communication cable. Using interface the prepared ladder program can be uploaded into the memory of the controller, after testing logical correctness of diagram.

The PLC interface (Feedback 34-403) is a box marked by 4 in Fig.1 required to match the voltage levels and to protect some parts of the experimental platform. Namely, the line from the PLC is used to provide the +5V dc supply for application module. This module has a connector to accept the ribbon cable from the application module, as well as a group of around thirty screw-in terminals to accept the connection lines from PLC. The interface module between controller and the considered cross-roads module which provides all the required connections to the chosen PLC is shown in Fig.4.
Two open-board application modules, given in Fig.5, are fiberglass panels with the corresponding mimic diagrams. Each application unit contains function switches and LED status indicators, showing the operation being performed. The practical work associated with these equipments involves the design and implementation of a sequence of PLC programs that exercise all the functions of the module, as follows: demonstration of sequential control, set of the initial process conditions, use of simple interrupts and emergency stop, developing ladder logic programs by programming timers and counters etc. Traffic signal control module (Feedback 34-402) contains traffic and pedestrian control lamp at a crossroads with one pedestrian crossing, in order to allow pedestrians safe crossing as well as quick passage of vehicles in accordance with the detection of their movement direction. Automatic Washing Machine module (Feedback 34-401) is design to be controlled by the chosen PLC for the purpose of providing three wash programs (hot, cool and spin), with the possibility of choice between half and full load [10], [11].

Both units use signals and can be interfaced to a PLC using standard 5V TTL signals and can be interfaced to a PLC using standard 24V dc logical inputs which implies the use of the interface module.

A PLC is usually programmed via an external unit; this unit is unnecessary for the PLC operation and may be removed when the PLC is operating. Programming units range from small hand-held portable units, sometimes called "manual programmers", to personal computers. A hand-held PLC programmer (HHP) looks like a large pocket calculator with a number of keys and a simple display. Fig.6 visualizes the connection between programmer and controller. By means of hand-held programmer each logic element of the ladder diagram is entered separately, one at a time, with series or parallel connections achieved by using keys for AND, OR, and NOT. Therefore, it is more convenient for editing the existing, memorized program.

In the case of programming controller via computer, it is necessary to install two ROCKWELL SOFTWARE’s [12] programming packages (RSLogix 500 and RSLinx Lite). Note that ROCKWELL SOFTWARE’s products are copy-protected. The key is located in an activation file, which is originally located on the Master disk supplied with the RSLogix 500 product. Certainly, it is necessary to look for an alternative solution, because floppy disk is an obsolete data storage medium. Otherwise, the procedure of program installation is not especially different from the usual approach.

The RSLogix™ 500 software is a 32-bit Windows® ladder logic programming package for the SLC 500 and MicroLogix processors. It was one of the first PLC® programming software which offers flexibility, reliability, and increased productivity to the industrial controls programming world. This IEC-1131-compliant programming package with easy-to-use editor, diagnostics and troubleshooting tools can help maximize performance, save project development time, and in such a way improve productivity. Programming result is saved as .rss file which contains the corresponding ladder logic diagram.

RSLinx™ is a complete communication server (a set of communication drivers), and can support multiple software applications simultaneously, communicating to a variety of devices on many different networks. RSLinx Lite, which is as a special driver available with RSLogix 500, was used in experiments [13], and some experiences are presented in this paper.

When a project (traf.rss in concrete case) is opened, it can expect to see the result shown in Fig.7. In addition to the usual bars of menu and icon, we can notice a project tree view, which shows all the folders and files contained in the corresponding project. In the part of application window named ladder view it can be shown several program files at the same time, which is useful when editing the ladder logic.

Fig.8 visualize the configuration of system communications, or, in other words, setting RS232 driver, which is a necessary step in establishing a connection between the computer and programmable logic controller. As shown in Fig.8(a), a list of devices available for
connection is displayed in the right (Who Active) pane of the communications window. After the configuration, the driver name appears on the list of drivers (see Fig. 8(b)).

RSLinx is available in several versions to meet the cost and functionality requirements of many different applications. It should be noted that the version RSLinx Lite provides only minimum functionality required to support selected software applications from ROCKWELL SOFTWARE and Allen Bradly. This version is not commercially available and does not support Dynamic Data Exchange (DDE).

Fig. 7. The main window of RSLogix 500 program

Fig. 8. Configuration of system communications
(a) Main window;
(b) Driver configuration
3. CONCLUSION

From an educational viewpoint, "Feedback PLC Applications 34-400" provides opportunities for demonstration of the timed sequence control, allowing the study of basics of PLC programming, the development of ladder logic diagrams by using interrupts, timers, counters etc. Up to now two concrete applications are available: Traffic Signal Control and Automatic Washing Machine. After logic verification of the prepared ladder program and uploading the current offline program into the controller, the user can select the online operating mode in order to verify the validity of whole control system. Because the PLC is designed as a modular system that can connect different input-output modules according of need, it is useful to consider the possibility of enlargement of the list of applications. It is possible to expect the need for advanced control strategies which implementation means the special integration of the starting PLC platform with the additional microprocessor hardware.
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Abstract: DTMF signalization characteristics are presented in this paper. First, the DTMF signals synthesis, according to ITU-T recommendations Q.23 and Q.24, is described. Synthesis tone frequency signals software implementation is analyzed. Filter bank is used for tone frequency signals decoding. Three filter banks are compared. The first filter bank is composed of second order IIR filters. For IIR cell realization, parallel connection of second order allpass filter and constant equal to minus one, is proposed. The second filter bank is based upon 64th order FIR filter bank realization. The third filter bank uses Goertzel algorithm for quick calculation of DTMF tone signalization discrete Fourier transformation on proposed frequencies.

Keywords: DTMF signalization, filter bank, Goertzel algorithm.

1. INTRODUCTION

DTMF (Dual Tone Multi Frequency) tone signals [1-5] are used for signalization over telephone line in speech frequency range with telephone switchboard. DTMF signalization is the replacement for impulse signalization in telephone networks. DTMF signalization became popular in interactive controlling applications such as telephone banking applications or electronic mail systems where a user can select menu options by sending DTMF tones from mobile or fixed telephone device.

In order to detect DTMF tones, IIR and FIR filters are used [6-7] and also algorithms for quick calculation of Fourier transformation, such as Goertzel algorithm [8-9]. New IIR filter bank for DTMF signal detection, based upon parallel connection of allpass filters, is proposed in this paper. This filter bank is compared to FIR filter bank and also to Goertzel algorithm for quick calculation of discrete Fourier transformation.

As first, the technique of DTMF tones synthesis based upon program package MATLAB®, is presented. Then the IIR filter bank cell is described. In order to compare IIR filter bank cell to FIR filter bank cell and Goertzel algorithm, the short description of FIR filter bank cell and Goertzel algorithm is given. Cell comparing is done according to required hardware for realization and detection of DTMF tones corrupted by Gaussian noise. DTMF tones detection in the presence of noise, and also DTMF tones synthesis, are based upon program package MATLAB®. The paper contains MATLAB® program codes for coding, decoding and also the main program for DTMF tones processing.

2. DTMF TONES

DTMF tone is the sum of two singly periodic tones of specific frequency. The frequencies’ tones are chosen so that harmonics and intermodulation products will not cause false signals. There is no frequency which is a whole number multiplication of the other frequency, and there is no two frequencies subtraction which is equal to any other frequency. Frequencies can not vary more then $|\Delta f| = 1.5\%$ in regard to its nominal value. Higher frequencies can have the same or greater amplitude than lower frequencies. The amplitude difference between higher and lower frequencies can be up to 3dB.

In DTMF matrix of frequencies, the pair tones are used to represent digits 0-9 and signs #, *, A, B, C and D, as it is shown in Table 1 [10].

<table>
<thead>
<tr>
<th>Hz</th>
<th>697</th>
<th>770</th>
<th>852</th>
<th>941</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>#</td>
</tr>
</tbody>
</table>

DTMF tones sampling frequency is $F_s = 8000Hz$. Although there are 16 DTMF signs, telephone devices use only 10 tones (tones from fourth column and special signs * and # are not used). DTMF standard prescribed that DTMF tone minimal duration is 50ms, and pause between two DTMF tones sending has the same duration.

For tone signal synthesis digital oscillator is used. Singly periodical oscillator implementation is based upon the solution of following difference equation

$$y(n) = 2 \cos(2\pi f T_s) y(n-1) + y(n-2) = \sin(2\pi f T_s) x(n-1)$$

where $f$ is digital oscillator frequency. Difference equation (1) solution is obtained using Z-transformation and it has the following format

$$Y(z) = \frac{\sin\left(2\pi \frac{f}{F_s}\right) z^{-1}}{1 - 2 \cos\left(2\pi \frac{f}{F_s}\right) z^{-1} + z^{-2}} X(z).$$

Digital oscillator software implementation is very simple using MATLAB® program package.

MATLAB® program code for digital oscillator is:

```matlab
function Y = gensino(f,n,Fs)
% n - must be a vector
% n = 0:dtmf_tonelen-1;
% f = some frequency for the tone to be generated
if nargin < 3, Fs=8000; end
N=length(n);
A = [1 -2*cos(2*pi*f/Fs) 1];
B = [0 sin(2*pi*f/Fs) 0 ];
Y = impz(B,A,n,Fs);
end
```

In order to test filter bank, the MATLAB® function for DTMF signal coding is used, which in MATLAB® notation is dtmf_encode(num). Input list num consists of alpha-numerical string which can contain digits, letters A, B, C and D and special signs * and #.

MATLAB® program code for coder is:
function EncodedTones = dtmf_encode(num)
% global vars
% global dtmf_rfreq
% global dtmf_cfreq
% global dtmf_key
% global dtmf_fs
% global dtmf_silencelen
% global dtmf_tonelen

% Convert string to char array
num = sprintf('%s',num);

% Calculate number of characters in string
n = 0:dtmf_tonelen -1;
numcount = length(num);

% Calculate total length of encoded tones
% Tone duration is dtmf_tonelen = 2400 samples or 0.30s, and spacing between tones is dtmf_silencelen = 1600 samples or 0.20s.
% Hence, total DTMF signal duration is 24000 samples or 3s.
tlen = numcount*(dtmf_tonelen + dtmf_silencelen);
EncodedTones = zeros(1,tlen);

for i = 1:numcount,
    % Find corresponding row and column
    [row,col] = find(dtmf_key == upper(num(i)));
    if ( isempty(row) )
        disp('One of the Key Pressed')
        disp('is not a valid DTMF Key');
        end
    startpos = (i-1)*(dtmf_tonelen +dtmf_silencelen) + 1;
    endpos =  startpos + dtmf_tonelen - 1;
    EncodedTones(startpos:endpos) = ...
        0.25*gensino(dtmf_cfreq(col),n,dtmf_fs)...
        + 0.25*gensino(dtmf_rfreq(row),n,dtmf_fs);
end

3. DTMF TONES DECODING

For tone decoding the filter bank is used. Three filter banks are compared. The first filter bank is based upon proposed filter bank realization with infinite impulse response. The second filter bank regards to often applied FIR filter bank [5]. The third filter bank is based upon Goertzel algorithm for discrete Fourier transformation of DTMF tone signalization.

3.1. IIR filter bank

IIR filter bank cell presents modification of stopband filter which is described in [11]. Cell is composed of two allpass filters parallel connection. By replacing one allpass filter with constant $C = -1$, and by adjustment of second allpass filter phase in such a way that, at DTMF tone frequency, phase is $\varphi = 180^\circ$, passband filter is obtained. Therefore, filter bank IIR cell consists of allpass filter and constant equal to $C = -1$ parallel connection.

$$H(z) = \frac{1}{2}[H_{ap}(z) - 1]$$

where $H_{ap}(z)$ is allpass filter second order transfer function,

$$H_{ap}(z) = \frac{r^2 - 2r \cos\theta_1 z^{-1} + z^{-2}}{1 - 2r \cos\theta_1 z^{-1} + r^2 z^{-2}},$$

where $z_p = r \exp(\pm j\theta_1)$ are allpass filter poles.

$$\varphi = \varphi_{num} - \varphi_{den}$$

where

$$\varphi_{num} = \arctan \frac{2r_1 \cos\theta_1 \sin\theta - \sin 20}{r_1^2 - 2r_1 \cos\theta_1 \cos\theta + \cos 20}$$

$$\varphi_{den} = \arctan \frac{-2r_1 \cos\theta_1 \sin\theta - r_1^2 \sin 20}{1 - 2r_1 \cos\theta_1 \cos\theta + r_1^2 \cos 20}.$$
the filter output is greater then one fifth of DTMF tone power of the filter input, which can be written in MATLAB* as: mean(encstr_frag2.^2) > mean(encstr_frag.*2)/5. In that way, influence of the DTMF tone amplitude to DTMF signalization decoding, is removed.

3.2. FIR filter bank

It is known that FIR filter transfer function is polynomial (6)

\[ H(z) = \sum_{n=0}^{L-1} b_n z^{-n}. \]  

(6)

Coefficients are determined using following expression

\[ b(n) = \frac{2}{L} \cos\left(\frac{2\pi f_p n}{F_s}\right), \text{ for } n = 0, 1, \ldots, L-1 \]  

(7)

where \( L \) is filter length, \( f_p \) is tone signal frequency and \( F_s \) is sampling frequency. In order to decode tone frequency signal, filter length \( L = 64 \) is adopted, although for value \( L = 128 \) better results are obtained. Filter impulse response is shown in Fig.4, apropos, FIR filter coefficients are shown. Filter bank amplitude characteristics for tone signals, corresponding to matrix of frequencies columns, are shown in Fig.5.

![Fig.4. 64th order FIR filter impulse response.](image)

3.3. Goertzel filter bank

Goertzel filter bank is based upon second order special discrete cell application, which as a result of samples processing of input signal, \( x(n) \), gives Fourier transformation at the output, \( y_k(n) = X(k) \) [12, 13]. Difference equation which describes second order Goertzel section can be written as

\[ y_k(n) = 2 \cos\left(\frac{2\pi k}{N}\right) y_k(n-1) - y_k(n-2) \]

\[ + x(n) - e^{-\frac{2\pi f_t}{F_s}} x(n-1) \]  

(8)

where \( N \) is the number of samples needed for one telephone number coding.

By introducing the auxiliary variable, \( w_k(n) \), equation (8) is separated into recursive and nonrecursive part

\[ w_k(n) = 2 \cos\left(\frac{2\pi k}{N}\right) w_k(n-1) - w_k(n-2) + x(n) \]  

(9)

\[ y_k(n) = w_k(n) - e^{-\frac{2\pi f_t}{F_s}} w(n-1) \]

where initial conditions for variable \( w_k(n) \) are equal to zero. The advantage of this kind of expressioning is that nonrecursive part is calculated at \( N \) times lower sampling frequency because

\[ X(\theta_k) = y_k(n) \big|_{n=N} = y_k(N). \]  

(10)

Therefore, for discrete Fourier transformation calculation there are \( N+2 \) real multiplications and \( 2N \) real summings.

Second order Goertzel cell transfer function is given by expression

\[ H_{\theta_k}(z) = \frac{1 - e^{-\frac{2\pi f_t}{F_s} z^{-1}}}{1 - 2 \cos\frac{2\pi f_t}{F_s} z^{-1} + z^{-2}}. \]  

(11)

Goertzel algorithm scheme is shown in Fig.6.

![Fig.6. Second order Goertzel cell: \( a_1 = -2\cos\left(2\pi f_t/F_s\right), \) \( a_2 = 1, b_1 = e^{-2\pi f_t/F_s} \).](image)

In general case, DTMF signal discrete frequencies \( \theta_k = 2\pi f_k = 2\pi k F_s / N \) do not coincide to frequencies in which Fourier transformation is calculated. Lower absolute difference, bigger number \( N \) of samples which have to be processed. Frequency indexes, absolute and relative error for all DTMF signals, when one DTMF signal minimal duration is 30ms or \( N_{\min} = 2400 \), are given in Table 2.

For DTMF signals decoding MATLAB* function \( \text{Y} = \text{goertzel}(x,k+k^1) \) is used. Calculation is done only at one point which corresponds to DTMF signal frequency index. Frequency index values, \( k \), for all DTMF signals when number of samples is \( N = 2400 \) and sampling frequency is \( F_s = 8\text{Hz} \), are given in Table 2. Beside the whole number value of frequency index, \( k \), Table 2 contains its accurate value, \( \hat{k} \), absolute error, \( \Delta k \), and relative error, \( \epsilon \).

DTMF signal and frequency spectrum for digit one are shown in Fig.7. Signals of frequencies \( f_1 = 697\text{Hz} \) and \( f_2 = 1209\text{Hz} \) are used for digit one, which means, according to Table 2, that frequency indexes for those
frequencies are 209 and 363. DTMF tone contains 2400 samples. Frequency spectrum is calculated only for two frequency components which correspond to frequency indexes of DTMF tone.

<table>
<thead>
<tr>
<th>( f_k [\text{Hz}] )</th>
<th>( k )</th>
<th>( \Delta k )</th>
<th>( \varepsilon [%] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>697</td>
<td>209</td>
<td>0.100</td>
<td>0.0478</td>
</tr>
<tr>
<td>770</td>
<td>231</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>852</td>
<td>256</td>
<td>0.400</td>
<td>0.1565</td>
</tr>
<tr>
<td>941</td>
<td>282</td>
<td>0.300</td>
<td>0.1063</td>
</tr>
<tr>
<td>1209</td>
<td>363</td>
<td>0.300</td>
<td>0.0827</td>
</tr>
<tr>
<td>1336</td>
<td>401</td>
<td>0.200</td>
<td>0.0499</td>
</tr>
<tr>
<td>1477</td>
<td>443</td>
<td>0.100</td>
<td>0.0226</td>
</tr>
<tr>
<td>1633</td>
<td>490</td>
<td>0.100</td>
<td>0.0204</td>
</tr>
</tbody>
</table>

**Table 2. Frequency indexes of DTMF signals for \( F_s = 8 \text{Hz} \) and \( N = 2400 \).**

![Fig.7. DTMF signal at the Goertzel cell input (above) and DTMF signal frequency spectrum (below).](image)

Fig.7 shows that signals can be simply decoded by investigating if the amplitude of spectral component of DTMF tone of output Goertzel cell, is larger than proposed value.

Since calculation is done only for one frequency, spectrum leakage does not influence the detected signal. MATLAB® script of decoder for tone frequency signals is written for IIR filter bank. By replacing IIR filter bank with FIR filter bank or by Goertzel cell for Fourier transformation DTMF signal, MATLAB® program can be simply rearranged for detection of DTMF signals using described filter banks.

MATLAB® program code for decoder is:

```matlab
function digitstr = dtmf_decode(encstr)
global dtmf_rfreq
global dtmf_cfreq
global dtmf_key
global dtmf_fs
global dtmf_silencelen
global dtmf_tonelen
dtmf_rfreq = [697 770 852 941];
dtmf_cfreq = [1209 1336 1477 1633];
dtmf_key = ['1' '2' '3' 'A';
            '4' '5' '6' 'B';
            '7' '8' '9' 'C';
            '*' '0' '#' 'D'];
dtmf_fs = 8000;
disp(['DTMF samplerate set to ' num2str(dtmf_fs) ' Hz']);
dtmf_tonelen = round(dtmf_fs * 0.3);
disp(['DTMF tone length set to ... num2str(dtmf_tonelen) ' samples']);
dtmf_silencelen = round(dtmf_fs * 0.2);
disp(['DTMF break length set to ... num2str(dtmf_silencelen) ' samples']);
numstr(1,deco_seq) = dtmf_key(row,col);
digitstr = numstr;
end
```

4. NOISE INFLUENCE TO TONE SIGNALIZATION DECODING

For analysis of noise influence to DTMF signals detection, the Gaussian noise is adopted, and then tone signalization for decoding is

\[
x_n(n) = x(n) + \sigma g(n),
\]

where \( g(n) \) is Gaussian possibility density which average value is equal to zero and standard deviation equal to one, \( \sigma \) is standard deviation and \( x(n) \) is DTMF signal corrupted by Gaussian noise. MATLAB® function used for calculation Gaussian possibility density is randn(N). This corrupted DTMF signal is processed by DTMF signal decoder. All three types of filter banks are compared.

The main program includes subprogram for DTMF signal coding and decoding.

```matlab
clear all; close all;
global dtmf_rfreq
global dtmf_cfreq
global dtmf_key
global dtmf_fs
global dtmf_silencelen
global dtmf_tonelen
dtmf_rfreq = [697 770 852 941];
dtmf_cfreq = [1209 1336 1477 1633];
dtmf_key = ['1' '2' '3' 'A';
            '4' '5' '6' 'B';
            '7' '8' '9' 'C';
            '*' '0' '#' 'D'];
dtmf_fs = 8000;
disp(['DTMF samplerate set to ' num2str(dtmf_fs) ' Hz']);
dtmf_tonelen = round(dtmf_fs * 0.3);
disp(['DTMF tone length set to ... num2str(dtmf_tonelen) 'samples']);
dtmf_silencelen = round(dtmf_fs * 0.2);
disp(['DTMF break length set to ... num2str(dtmf_silencelen) 'samples']);
um = 531097;
EncodedTones = dtmf_encode(num);
end
```
5. CONCLUSION

Three filter banks are analyzed for DTMF signal detection: IIR filter bank, FIR filter bank and Goertzel filter bank. The following conclusions can be obtained:

1) If hardware is considered, FIR filter bank requires the biggest number of multipliers and adders. Satisfactory selectivity is achieved with 64th order cell. IIR filter cell and Goertzel cell are of the second order and therefore they require less hardware.

2) FIR and IIR cell coefficients are the real numbers while coefficient in Goertzel cell numerator is a complex number. Signal processing using Goertzel cell is more complicated in regard to IIR cell.

3) With Gaussian noise standard deviation increasing, decoders with FIR and IIR filter banks have more similar characteristics. For value $\sigma > 0.3$ decoders are not able to detect DTMF signal, but Goertzel cell decodes DTMF signal precisely for $\sigma = 0.5$. It is used 500 DTMF numbers for simulation.

4) Noise influence to DTMF signal decoding in Goertzel cell can be controlled by detection step selection. The bigger the detection step, the lower the noise influence to decoding.
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1. INTRODUCTION

Conductive surfaces are useful as reflectors, but they reverse the phase of reflected waves, [1]. A flat metal sheet, which is used in many antennas as a reflector or ground plane, redirects half of the radiation into the opposite direction, improving the antenna gain. However, if the antenna is too close to the conductive surface, the phase of the impinging wave is reversed upon reflection, resulting in destructive interference with the wave emitted in the other direction, shown in Fig.1.

Fig.1. Destructive interference of reflected and emitted waves

Another property of metals is that they support surface waves that are nothing more than AC currents at microwave frequencies. By applying special structures these problems could be efficiently solved.

2. HIGH IMPEDANCE SURFACES

High-impedance surfaces (HIS), also known as artificial magnetic conductors, are structures which exhibit reflection coefficient $\Gamma \approx +1$ (expression 1), i.e. they do not change the phase of the reflected wave, [2]. Such structure is comprised of a great number of unit cells with sub-wavelength dimensions. Due to this fact, the concept of artificial effective media can be applied and HIS can be described using one parameter, the effective surface impedance. Unit cells are basically resonant LC circuits, whose parameters determine the operating frequency of HIS. In the vicinity of the resonant frequency, HIS is characterized by having very high impedance, shown in Fig.2, which results in reflection coefficient of $\Gamma \approx +1$ and zero degree reflection phase, depicted in Fig.3. Also, in a forbidden frequency band, HIS does not support freely propagating surface currents.

$$\Gamma = \frac{Z_2 - Z_1}{Z_2 + Z_1}$$

Since materials that exhibit very high impedance do not exist in nature, HIS has been realized artificially and there are different design approaches of them.

3. HIGH IMPEDANCE SURFACES WITH MUSHROOM-TYPE UNIT CELLS

So-called mushroom structure, described and analyzed in [1], is based on mushroom-type unit cells and nowadays it presents conventional structure of HIS. Mushroom-type unit cell consists of metal patch connected to the ground plane by a via through a dielectric slab. Fig.4 shows an example of a mushroom structure in which metal patches have hexagonal shape.
When the structure interacts with electromagnetic waves, currents are induced in the metal plates. Associated with these currents is a magnetic field, and thus an inductance. Also, charge is built up on the ends of the plates which can be described as a capacitance. Therefore, every unit cell represents a resonant circuit and the behavior of the structure can be reduced to a parallel LC circuit, where $L$ and $C$ stand for total inductance and capacitance, respectively, of the structure.

The edge capacitance between two plates, which are surrounded by $\varepsilon_1$ on one side and $\varepsilon_2$ on the other, could be expressed as

$$C = \frac{w(\varepsilon_1 + \varepsilon_2)}{\pi} \cosh^{-1}\left(\frac{a}{g}\right),$$

(2)

where $w$ is plate width, $g$ is separation of the plates and $a$ is separation between their vias.

Sheet inductance is given by inductance of a solenoid whose length to width ratio is taken as unity, thus it depends only on the thickness of the structure and the permeability.

$$L_s = \mu_0 l,$$

(3)

Resonant frequency is given by the following expression:

$$\omega_0 = \frac{1}{\sqrt{LC}}.$$

(4)

It can be seen from (4) that the resonant frequency can be lowered by increasing either the inductance or the capacitance. Since high-permeability materials do not currently exist at microwave frequencies, the inductance cannot be significantly increased without significant change in the dimensions of the structure. As the capacitance depends on the dimensions of the unit cell, value cannot either be particularly increased since it would undermine the concept of this structure, that is much smaller period of the surface texture than the wavelength of the propagating waves.

We can conclude that the drawback of the mushroom structure is that it does not offer a wide range of values of the inductance and the capacitance of the unit cell, and thus it does not offer a wide range of operating frequency.

In [1] the roles of the ground plane and conducting vias in HIS were also reviewed. If there were not the vias and the ground plane, currents that are responsible for existence of inductance would not propagate. Hence, there would not be the impedance which corresponds to parallel resonant circuit.

### 4. UNIT CELLS WITH FRACTAL CURVE GEOMETRY

Fractal curves are infinitely long lines which, at the same time, fit into the finite area, [3]. That means that width of a fractal line has to be infinitely small. Since it is not possible to physically realize such a line, in practice we use pre-fractals – fractal curves that are built with finite number of iterations (that are obtained after finite number of iterations), i.e. fractal curves of finite order. Such lines do not occupy the whole area and their width is not infinite. Fig.5 shows several first iterations of some of well-known fractals.

In [4] the structure which is based on the third order Hilbert fractal curves, is described and analyzed, shown in Fig.6. The structure consists of Hilbert curve inclusions which are arranged in a 2D periodic array whose dimensions are 7 x 3. Dimensions of the Hilbert curve footprint are 12 x 12 mm. 2D periodic arrangement is designed on FR-4 substrate with $\varepsilon_r = 4.4$, $h = 1.575$ mm and $tg\delta = 0.02$.

In order to analyze this structure, electromagnetic simulations were performed and for that purpose the structure was placed in the waveguide WR-430, 5 mm from the short circuited end of the waveguide, as Fig.7 depicts. Since the high impedance surface is placed on substrate whose thickness is 1.575 mm, the 2D periodic arrangement is 6.575 mm from the short circuited end.
Fig.7. The simulation model of the high-impedance surface with the third order Hilbert curve inclusion

Fig.8 shows the magnitude and phase of the reflection coefficient as a function of the frequency, for this structure.

We can see from the simulation results that the value of the frequency at which the reflection phase crosses through zero is 2.4 GHz. At the same frequency attenuation of the magnitude of the reflection coefficient occurs. In [4] the attenuation is considered to be due to the losses in the substrate. Apart from the results, it should be noted that the structure from [4], unlike the structure from [1], does not have a ground layer nor vias that would connect the unit cells with the ground plane. Furthermore, in [4] it is not discussed whether vias and a ground layer are necessary in HIS, nor why the structure comprised of the lattice of the unit cells and the dielectric substrate only was chosen to analyze. However, it is important to notice that although the structure itself does not have a ground layer, there is such layer in the analyzed model – the short circuited end of the waveguide.

6. SIMULATION RESULTS

The structure described in the previous section was used as a basis for the research carried out in this paper. In order to prove the results from [4] and analyze influences of different parameters, electromagnetic simulations were performed by using HFSS (High Frequency Structure Simulator). Also, the same dimensions as those from [4] were used.

The basic model, which is shown in Fig.7, is comprised of: a two-dimensional lattice of unit cells, the substrate on which the lattice is designed, and a waveguide. The shape of the unit cell is the third order Hilbert fractal curve and the dimensions of the unit cell footprint are 12 x 12 mm. The line width is 0.55 mm, and the separation between lines is twice as wide as the line width. In the simulations the boundary condition “perfect E” was applied to the unit cells, i.e. the unit cells were assumed to be made of perfect conductor. The two-dimensional lattice of unit cells consists of Hilbert curve inclusions which are arranged in a 2D periodic array whose dimensions are 7 x 3. The separation between the unit cells is 1 mm and they are not galvanic coupled. Dimensions of the substrate are 108.22 x 53.61 x 1.575 mm, where 1.575 mm presents the substrate thickness. Dielectric constant and loss tangent of substrate are 4.4 and 0.02, respectively. The dimensions of the waveguide are 109.22 x 54.61 mm, while its length is 220 mm. The substrate with the lattice is positioned 5 mm from the short circuited end of the waveguide, and 0.5 mm from the each side of the waveguide, which means that the lattice is placed 6.575 mm from the end of the waveguide.

The frequency range from 1.6 GHz to 3.2 GHz was analyzed. Fig.9 shows the magnitude of the reflection coefficient as a function of the frequency. It can be seen that the magnitude of the reflection coefficient dependence is very similar to those from [4] – in the vicinity of 2.5 GHz the magnitude of the reflection coefficient is evidently smaller than maximum.

The aim of the next step was to analyze the influence of the position of the substrate in the waveguide on the reflection coefficient. Three models which differ in the distance of the substrate from the short circuited end of the waveguide were simulated. In the first case the distance was 5 mm, in the second 2 mm, while in the third case the substrate coincides with the end of the waveguide. The magnitude of the reflection coefficient dependences on frequency for all three cases are depicted in Fig.10, 11 and 12.

In the first case the magnitude is slightly different from the magnitude of the basic model. However, when the separation between the substrate and the short circuited end is 2 mm, the frequency band in which the magnitude attenuates becomes narrower. At the same time, that attenuation is significant, even twice greater than in the first case. Also, the resonant frequency does not change. In the third case, when the lattice and the short circuited end of the waveguide are separated only by the substrate, the resonant frequency shifts to lower frequencies. The frequency band in which the magnitude attenuates, is narrower than in the first case, while attenuation is greater although not as much as in the second situation.

In the first case, space between the Hilbert curve inclusions and the short circuited end of the waveguide consists of the dielectric layer and the part between the substrate and the short circuited end of the waveguide which
is filled with air, and which length is 5 mm. Effective permittivity of the space between the unit cells and the ground layer is less than permittivity of substrate. In the second case the layer filled with air is smaller and effective permittivity is slightly greater than it is in the previous case. This model exhibit significant increasing in attenuation in the stopband. In the third case, effective permittivity is equal to permittivity of the substrate, and thus greatly differs from those in the previous two cases, which explains the variation in the resonant frequency.

One can see that adding vias does not change the nature of the circuit in essence, that is the reflection coefficient still has minimum at the resonant frequency. Though, due to change in total inductance and capacitance, the resonant frequency has shifted, and it has value of 2.75 GHz. By the grounding of the unit cell, parallel inductance in the equivalent circuit of the structure occurs. By suitable choice of the values of circuit elements the structure can perform left-handed behavior.

8. CONCLUSION

In this work, high impedance surfaces with conventional and Hilbert fractal unit cells have been analyzed. Owing to its specific features HIS can offer interesting applications in the compact antenna with high directivity design.

It has been shown that changes in position of the substrate with 2D lattice of unit cells in relation to short circuited end of the waveguide, causes significant attenuation of the magnitude of the reflection coefficient in the vicinity of the resonant frequency as well as change in resonant frequency, which contradicts the statement from [4] that these structures can operate without ground layer.

Also, it has been shown that adding vias between unit cells and short circuited end does not change the nature of the circuit in essence, i.e. the reflection coefficient still has minimum at the resonant frequency. Though, due to change of total inductance and capacitance, the resonant frequency
has shifted. By suitable choice of the values of circuit elements the structure which would perform left-handed behavior can be designed.
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Abstract: This paper presents a new, simple and effective, optimization of the PI controller under constraints on the robustness. The optimization is based on the maximization of the combined performance criterion \( J_C = \beta k_i + (1-\beta)\omega_0 \), where \( k_i \) is the integral gain, \( 0 < \omega_0 < \infty \) is the frequency and \( \beta \) is a free parameter in the range \( 0 < \beta \leq 1 \). Constraint is defined by the maximum sensitivity \( M_s \), a tuning parameter in the range \( 1.4 \leq M_s \leq 2 \). For \( \beta = 1 \) and \( J_C = k_i \), one obtains Åström, Panagopoulos, Hägglund’s (APH) design of PI controller based on non-convex optimization. On a large test batch representing stable, integrating and oscillating processes, including dead-time, it is demonstrated that the method proposed here guarantees better tradeoff between performance and robustness than the APH method, the best one proposed until now.
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1. INTRODUCTION

The PID controllers, in single and cascade loops, or combined with the Smith predictor, are still mostly used control systems. Even more than 94% regulatory controllers have the PID structure [1,2,3]. Because of such widespread use of PI/PID controllers, development of simple and effective tuning rules is still in progress [3,4,5]. However, during the last ten years, considerable efforts have been oriented towards the optimization of the PI/PID controllers [6-12], in order to minimize \( IAE \) (Integrated Absolute Error) under constraints on the robustness. The reason for this choice of the performance index is that most of the PI/PID controllers operate as regulators and the step load disturbance-rejection performance index \( IAE \) is of primary importance to evaluate performance of the industrial controllers [13]. Recently, fractional-order PI/PID controllers are also investigated [14-18] as a way to find a better tradeoff between performance and robustness.

The choice of studying, in this paper, optimization of the PI controllers evolves from the fact that the derivative action is turned off in the large percent of industrial applications. The control system structure from [6], presented in Fig.1, is used here. In [6-9] the constrained optimization of the PI/PID controllers is based on the maximization of the integral gain \( k_i \), starting from the fact that, if the error \( e(t) = y_{sp}(t) - y(t) \geq 0 \), then

\[
IAE = IE = \int_0^t e(t)dt = 1/k_i .
\]

According to (1) maximization of the integral gain \( k_i \) is equivalent to the minimization of \( IAE = IE \).

![Fig.1. Plant \( G_p(s) \) with PI controller](image)

In the present paper, for the same maximum sensitivity \( M_s \), an improvement of the tradeoff between the performance, small \( IAE \), and robustness, small maximum complementary sensitivity \( M_p \), is obtained by applying the combined performance criterion \( J_C \) defined by the relation

\[
J_C = \beta k_i + (1-\beta)\omega_0 ,
\]

where \( 0 < \omega_0 < \infty \) is the frequency and \( \beta \) is a free parameter in the range \( 0 < \beta \leq 1 \). Constraint is defined by the desired value of the maximum sensitivity \( M_s \) which is a tuning parameter in the range \( 1.4 \leq M_s \leq 2 \), as in [6,7].

2. OPTIMAL AND ROBUST TUNING BASED ON THE MAXIMIZATION OF THE CRITERION \( J_C \)

The loop transfer function \( L(s) \) is given by the relation

\[
L(s) = \frac{ks + k_i}{s} G_p(s) = C(s)G_p(s) .
\]

where \( k > 0, k_i > 0 \) and \( \gamma = 1 \) when the process gain is greater than zero or \( \gamma = -1 \) when the process gain is less than zero. Parameter \( b \) describes the feed forward from the set point \( y_{sp} \) to control signal \( u \) and will not be considered here. When \( k \) and \( k_i \) are determined, \( b \) can be tuned as in [6].

The tuning parameter \( M_s \) defines the maximum sensitivity, given by the relation

\[
M_s = \max_\omega |S(j\omega)| = \max_\omega \left| \frac{1}{1+L(j\omega)} \right| .
\]

where \( S(s) \) is the sensitivity function, which shows the effect of feedback. Denoting by \( y_{ol}(t) \) the response of the open-loop system in Fig.1, the closed-loop response \( y(t) \) in Fig.1 is given by

\[
Y(s) = S(s)y_{ol}(s) .
\]
At $\omega = \omega_0$, where $\omega_0$ is obtained. In order to avoid the intersection of the Nyquist curve with the $M_c$ circle, the constrained optimization of the PI controller is defined by the following relations

$$\max_{\omega, \omega_0} J_c = \max_{\omega, \omega_0} (\beta k_i + (1 - \beta)\omega_0),$$  \hspace{1cm} (7)$$

$$F(\omega, k, k_i) = 0, \hspace{1cm} (8)$$

$$\frac{\partial F(\omega, k, k_i)}{\partial \omega} = 0. \hspace{1cm} (9)$$

Calculations are repeated for a few values of the parameter $\beta$, from the range $0 < \beta < 1$, in order to find $\beta_0$ corresponding to the minimum of $IAE$. Thus, optimal solution is defined by $k$, $k_i$, $\omega_0$ and $\beta_0$. As for $\beta_1$ one obtains the procedure from [6] initial guesses for $k$, $k_i$ and $\omega_0$ are obtained as defined in [6].

3. SIMULATION RESULTS

Test batch is defined as in [6,11]. Comparison of the proposed method (ŠEMA) with the best PI optimization method, proposed until now by Åström, Panagopoulos and Hägglund (APH) in [6], is presented in Fig.3-14. Improvement of both the performance and robustness is evident. Smaller $IAE$ and smaller maximum complementary sensitivity $M_p = \max_m |L(\omega_a) / (1 + L(\omega_a))|$ are obtained.
Fig. 6. Load disturbance response for $G_{p6}(s)$

$$G_{p6}(s) = \frac{1}{s^2(s+1)^2}$$

Fig. 7. Load disturbance response for $G_{p7}(s)$

$$G_{p7}(s) = 1 - 2s(s+1)^{-1}$$

Fig. 8. Load disturbance response for $G_{p8}(s)$

$$G_{p8}(s) = \frac{(s+1)(s^2 + 2s + 9)}{s^3(s+1)^2}$$

Fig. 9. Load disturbance response for $G_{p9}(s)$

$$G_{p9}(s) = e^{-t}$$

Fig. 10. Load disturbance response for $G_{p10}(s)$

$$G_{p10}(s) = \frac{e^{\frac{-s}{s}}}{s}$$

Fig. 11. Load disturbance response for $G_{p11}(s)$

$$G_{p11}(s) = e^{-t}$$
Finally, in the proposed optimization procedure a noise filter can be easily included in two ways. Firstly, as a time constant $T_f$ defined by the relation [6,7]

$$T_f = 1/(N\omega_b), \quad N \in [2,10].$$

(10)

Secondly, by using the maximum sensitivity to measurement noise $M_n$ given by the relation [6,7]

$$M_n = \max_\omega |G_m(j\omega)|, \quad G_m(s) = -C(s)/(1 + L(s)),$$

(11)

as an additional constraint for a given value of $M_n$. In that case the controller $C(s)$ in (3) is given by the relation

$$C(s) = \gamma (sk + k_f)/(s(T_i s + 1)),$$

(12)

Optimal parameters are $k$, $k_i$, $\omega_b$, $\beta_0$ and $T_i$. Additional constraint (11), for a desired value of $M_n$ is added to (7)-(9).

4. CONCLUSION

The proposed optimal and robust tuning of the PI controller for $M_s \geq 1.7$ besides smaller IAE and $M_p$ guarantees smaller over shoot and under shoot. For $M_s < 1.7$ practically the same tuning is obtained as for maximizing $k_i$, i.e. for $\beta=1$.
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Abstract: The paper presents the design of a high precision positional system. The system uses the reference model disturbance estimator based on variable structure control with discrete-time sliding mode. The resulting control provides the system robustness to parametric and external disturbances and suppresses non-modeled dynamics excitation. The approximate, but still very good, invariance of the system output to the disturbances is demonstrated using a simulation example.
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1. INTRODUCTION

The prevailing positional systems in industry are based on PID controllers. The great advantage of such systems is their simple design and easy tuning based on the input-output model. However, the system output is sensitive to the parameter changes of controlled system. Also, the step system response shows an overshoot, and their external disturbance rejection is not very good.

An alternative approach is to apply variable structure control (VSC) with sliding modes (SM). This type of control offers an excellent response robust to the large parameter variations in the controlled system. Besides, VSC with SM have an excellent rejection capability of the external disturbances.

Unfortunately, a full system state is needed for VSC. In addition, the controller output is not smooth as it shows step-like changes from one value to the other. Such jumps in the control may excite un-modeled high frequency dynamics. This results in a high frequency parasitic motion that can not be tolerated in electromechanical systems.

This paper presents a discrete-time VSC system with a disturbance estimator, based on the reference model and a supplemental integral action in the controller. An interesting feature of the presented approach is that the disturbance estimator subsystem and the main control subsystem use the same type of SM controller. This is a significant advantage from the application point of the view. The proposed control structure makes positional systems practically invariant, and positional servo systems significantly robust.

The paper is organized as follows. The second section of the paper presents the general mathematical model of the controlled system (plant). The third section describes the disturbance estimator based on the reference model. Tracking SM controller, embedded as the main element of disturbance estimator and position controller, is designed in the fourth section. The illustrative example is given in the fifth section, and the conclusion ends the paper.

2. MATHEMATICAL MODEL OF THE CONTROLLED SYSTEM

The model is given in its canonical controllable form as follows:

\[ x(t) = (A + \Delta A)x(t) + bu(t) + p(t), \]

where \( x \in \mathbb{R}^n \) is the state vector, \( A, \Delta A \in \mathbb{R}^{n \times n} \) are the constant and perturbation part of the system matrix, respectively; \( b \in \mathbb{R}^n \) is the input vector; \( u \in \mathbb{R} \) is the input, defined further as control; \( p \in \mathbb{R}^n \) is the vector of external disturbances; \( y \in \mathbb{R} \) is the system output or controlled variable.

Assumption 2.1. The system (1) is fully controllable and observable.

Assumption 2.2. Parametric and external disturbances and their derivatives are piecewise continuous and bounded functions.

The system model given by (1) may be also represented in the following form:

\[ x(t) = Ax(t) + bu(t) + d(t), \]

\[ y(t) = x(t), \]

where

\[ d(t) = \Delta Ax(t) + p(t) \]

is the equivalent disturbances vector.

Remark 2.1: If the equation (1) is a linear first-order Taylor approximation of a nonlinear system model, then the equivalent disturbances vector includes also neglected higher derivatives.

The system model (2) in the complex domain is given as:

\[ Y(s) = G_o(s)U(s) + D(s), \]

where

\[ G_o(s) = [1 0 ... 0][sI - A]^{-1}b; \]

\[ D(s) = [1 0 ... 0][sI - A]^{-1}d(s). \]

As it may be seen in (3), the vector of equivalent disturbances is simply added to the system output.

The main control problem of the high precision systems is the suppression of the disturbances. The traditional approach to this problem is to place in the control loop a high gain component just before the entrance point of the external disturbances. The classic PID controllers are mostly used as such a component. But, they reach a high gain only in steady-state, and therefore they are adequate for a restricted class of reference inputs and disturbances only.

Another approach is to estimate the disturbances and apply feed-forward technique to compensate their effect on the output. The design of the adequate disturbance estimators is the topic of numerous papers. In Section 3 the estimator described in [1] and [2] will be shortly presented, since it is used in the proposed design in this paper.
3. REFERENCE MODEL-BASED DISTURBANCE ESTIMATOR

Consider the system shown in the fig. 1. It will be first shown that under some conditions the disturbances $D$ do not influence the output $Y$.

Assumption 3.1: The nominal controlled system $G_m$ is stable. The model of the controlled system $G_m$ has the same transfer function as the nominal controlled system.

Corollary 3.1. Based on the Assumption 3.1, $Q=D$.

Assumption 3.2: In the closed loop subsystem consisting of the controller $K$ and the controlled system model $G_m$, denoted as $KG_m$, the following equation is valid:

$$E=0.$$ 

Corollary 3.2. From Assumption 3.1, and 3.2 it follows:

$$Q_m=Q=D.$$ 

It is obvious then that $V=G_m^{-1}Q_m$. From the assumption and corollary 3.2 it follows $V=G_m^{-1}D=G_m^{-1}D$. Therefore:

$$Y = G_m(U - V) + D = G_m(U - G_m^{-1}D) + D = G_mU$$ (4)

Hence the output $Y$ is not affected by the disturbance $D$.

Remark 3.1: The estimator given in Fig. 1 may be realized in discrete- or continuous-time (digital or analog).

The implementation of the Assumption 3.1 is not a problem. However, the realization of the Assumption 3.2 is not possible in general, since it requires a system which could ideally track every possible signal representing any equivalent disturbance vector $d(t)$. This vector depends on too many factors such as parameter changes in the controlled system, external disturbances and perhaps even neglected higher derivatives. Hence equivalent disturbance vector may take many mathematical forms.

However, the approximate realization is possible for some classes of signals. If it is possible to realize the subsystem $KG_m$ in Fig. 1 able to track input signals up to $r$-th order, then the proposed system will compensate the same class of external disturbances. Since the parameter changes are much slower than external disturbance, they can be tracked as well.

In this paper the controlled systems of the second-order will be considered only. This is not a significant loss in generality. It is common in positional systems to neglect small inertial time constant resulting in second-order models, which is adequate for the control design. The following section presents the design of the controller $K$ embedded in the subsystem $KG_m$, given in Fig. 1, which is capable to follow signals up to the 3rd order [3].

4. CONTROL SYSTEM DESIGN

4.1. Control synthesis

In this section a synthesis method of the controller $K$, Fig.1, which produce control signal $v(t)$ will be considered.

The component $G_m$ in the subsystem $KG_m$, Fig. 1, is the nominal model of the controlled plant $G_c$. Its parameters are constant, and its state is fully available. It is not influenced by any external disturbances, thus its output depends only on the control $v(t)$. This control will be synthesized using discrete-time SM approach.

The nominal plant model, $G_m$, of an electro-mechanical, electro-hydraulic or electro-pneumatic positional system may be identified with transfer function:

$$G_m(s) = \frac{b}{s(s + a)} = \frac{Q_m(s)}{V(s)}.$$ (5)

The state-space model of this system is:

$$\begin{bmatrix} x_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & -a \end{bmatrix} \begin{bmatrix} x_1 \\ \dot{x}_2 \end{bmatrix} + \begin{bmatrix} 0 \\ b \end{bmatrix} v \Rightarrow \dot{x} = Ax + bu,$$

$$q_m = x_1.$$ (6)

The system error is defined as:

$$e(t) = q(t) - q_m = q(t) - x_1(t).$$ (7)

The model in the error space of the same system is:

$$\dot{e} = Ae - bv + p; \ e = \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} p = \begin{bmatrix} 0 \\ aq + \ddot{q} \end{bmatrix}.$$ (8)

Here vector $p$ depends on the reference $q$ in the subsystem $KG_m$ and plays the role as the disturbance caused by the reference. The component $aq$ may be relatively easily estimated and compensated by the feed-forward technique. The second component, $\ddot{q}$, cannot be estimated using the second-order differentiator due to high content of the noise. Since the influence of the first component may be dealt with, only the second component will be seen as real disturbance. Therefore the vector $p$ will be considered as $p = [0 \ \ddot{q}]^T$.

Remark 4.1: Positional systems have a constant reference, and therefore $p=0$. This is not valid for tracking systems.

If a discrete-time controller with a sampling-time, $T$, and zero-order hold controls the plant (8), then it is necessary to consider the discrete-time equivalent of the analog system (8):

$$e(k+1) = A_d e(k) - b_d \dot{q}(k) + d_d(k),$$ (9)

where

$$A_d = \exp(At); b_d = \int_0^T e^{At} \dot{q} dt; b_d = \int_0^T e^{At} \dot{q}(t) dt.$$ (10)

Another discrete-time equivalent model may be obtained if the error derivative is replaced with its Euler approximation:

$$e(k+1) = e(k) + TA_d e(k) - 7b_d \dot{q}(k) + 7d_d(k).$$ (11)

The models (9) and (10) are identical if $A_d, b_d$ satisfy the following equations:

$$A_d = I + TA_d; b_d = 7b_d; d_d = 7d_d.$$ (11)
In the sequel, the model (10) will be used.

A VSC with SM design is based on the notion of the switching function. The switching function, \( s(k) \), is linear in state, and it is defined as:

\[
s(k) = c^T_s \epsilon(k); c^T_s = [c_{s1} \ c_{s2}].
\]  

(12)

Consider the line in the error space where switching function is zero, named switching line:

\[
s(k) = c_{so} \epsilon(k) + c_{se} \epsilon(k) = 0.
\]  

(13)

This line passes through the origin. The control \( v(k) \) is then chosen so that two conditions are satisfied. First, the system state, starting from an arbitrary initial point where \( s(k) \neq 0 \), is driven to the switching line where \( s(k) = 0 \). This part of the motion is named reaching mode. Second, once the state is at the switching line it should stay on it regardless of system disturbances. This part of the motion is named discrete-time SM. The choice of the switching function must provide an asymptotically stable motion in the SM. In this way the error vector, \( \epsilon(k) \), will always reach origin, and the output will ideally follow the reference. In the considered case, the asymptotic stability is realized by a suitable choice of the slope of the vector \( c^T_s \). The resulting dynamics should be defined by an eigenvalue, that is located within the unit circle, which defines the line slope.

To find a suitable control \( v(k) \), the above conditions will be expressed in the terms of the switching function dynamics. Suppose that the value of the switching function satisfies the following condition [4]:

\[
s(k + 1) - s(k) = -\min|s(k)|\sigma T|\sigma T| |\sigma T| > 0. \]

(14)

Consider first the case \( \sigma T > 0 \):

\[
s(k + 1) - s(k) = -\sigma T |\sigma T| |\sigma T| |\sigma T| sgn(s(k)). \]

(15)

The following condition [5],[6]:

\[
|s(k + 1) - s(k)| < 0 \]

(16)

must be fulfilled for the system to reach (or cross) the switching line.

Multiplying the equation (15) by \( s(k) \) and taking into account that \( \sigma T > 0 \) and \( s(k) \times \text{sgn}(s(k)) = |s(k)| \neq 0 \), it is obvious that (16) is a consequence of (15). Therefore the state will be closer to the switching line and the absolute value of the switching function, \( s(k) \), will decrease. In a moment \( k = k_o - 1 \) it will drop bellow \( \sigma T \), i.e. \( 0 < |s(k_o - 1)| < \sigma T \). Then the dynamics (14) will be equal to

\[
s(k + 1) - s(k) \Rightarrow s(k + 1) = s(k_0) = 0. \]

(17)

Thus, in the moment \( k_o \) the system state will be on the switching line, and the reaching mode will end. In all the future moments it holds \( |s(k) + k_o| = 0 < \sigma T \). The system state stays on the switching line, and the discrete-time SM begins and continues until the state reaches the origin. The control \( v(k) \) needs to be defined.

First, the control in the reaching mode, named reaching control, will be determined. In the first part of the reaching phase, system motion is defined by (15). If (10) is inserted into (12) and then into (15), the following equation is obtained:

\[
c^T_s A_s \epsilon(k) - c^T_s b_s v(k) + c^T_s d_s(k) = -\sigma \text{sgn}(s(k)).
\]

(18)

To solve this equation for \( v(k) \), the term \( c^T_s b_s \) must be nonzero. Since the linear transformation of the switching function and the control does not affect the system dynamics [7], it may be taken that \( c^T_s b_s = 1 \). The previous equation is solved for \( v(k) \) to get the first component of the reaching control, \( v_{r1}(k) \):

\[
v(k) = v_{r1}(k) = \sigma \text{sgn}(s(k)) + c^T_s A_s \epsilon(k) + c^T_s d_s(k).
\]

(19)

After that, the control, which brings the state onto the \( s(k) = 0 \), must be determined. In this case, system motion satisfies (17). By the same procedure, (10) is put into (12), and then into (17). The obtained equation is then solved for \( v(k) \) to get second reaching control component \( v_{r2}(k) \):

\[
v(k) = v_{r2}(k) = T^{-1}s(k) + c^T_s A_s \epsilon(k) + c^T_s d_s(k).
\]

(20)

Taking into account that in the SM the switching function is zero, the discrete-time equivalent control \( v_{eq}(k) \) is computed from (19) as

\[
v_{eq}(k) = c^T_s A_s \epsilon(k) + c^T_s d_s(k).
\]

(21)

Observe that the reaching control component (19) and the discrete-time equivalent control (20) can be defined by the same expression (19). This is a particular property of the discrete-time SM, and it does not apply to the continuous-time SM.

The above reaching control (19) and discrete equivalent control (20) require the knowledge of disturbance \( d_s(k) \) for their realization. If the disturbance term is dropped in (19), the general expression for the second reaching control component as well as the equivalent control will be

\[
v_{eq}(k) = T^{-1}s(k) + c^T_s A_s \epsilon(k).
\]

(22)

Thus, the obtained VSC will be given as:

\[
v(k) = \left[ \sigma \text{sgn}(s(k)) + c^T_s A_s \epsilon(k), |s(k)| > \sigma, \right.

\[
T^{-1}s(k) + c^T_s A_s \epsilon(k), |s(k)| < \sigma.
\]

(23)

It is also convenient from practical reasons to introduce the saturation function in the expression for the control, in order to obtain the so called saturation control \( u_{sat}(k) \), which is given by the expression [8]:

\[
u_{sat}(k) = \text{sat}(v_{eq}(k)) = \left[ \frac{v_{eq}(k)}{|v_{eq}(k)|}, |v_{eq}(k)| > \sigma, \right.

\[
|v_{eq}(k)|, |v_{eq}(k)| < \sigma.
\]

(24)

Remark 4.2: The last term in (20) is \( Tc^T_s \delta(k) \). This term is zero for all step and ramp disturbances. For other types of disturbances its magnitude will decrease with the sampling-time, \( T \), i.e. \( \lim_{T \to 0} |d_s(k)| \to 0 \).

4.2. The enhancement of the control with an supplemental integral action

The steady-state error in a closed-loop system may be annihilated or reduced if the integral action is present in the controller. In the case of the VSC SM control, the integral action, \( u_i(k) \), is in use only when the error is small, that is in the final stage of the sliding mode, when the error, \( \epsilon(k) \), becomes sufficiently small. Integral action is not necessary in
the first part of the reaching mode, as well as when the state is far from the origin, because it may provokes an unwelcome overshoot.

This idea is implemented by the next expression:

\[
    u_s(k) = \begin{cases} 
    0 & \|e(k)\| > \rho > 0; \\
    hs(k) + u_s(k-1) & \|e(k)\| \leq \rho. 
\end{cases} \tag{24}
\]

where \(\rho\) is an arbitrary small positive constant, and \(\|e(k)\|\) is a suitably chosen norm. Then the general expression for the control, \(v(k)\), which is valid both in the reaching and the sliding mode may be written as:

\[
v(k) = \begin{cases} 
    v_{a1}(k), & |s(k)| > \sigma T, \\
    v_{a2}(k), & |s(k)| \leq \sigma T, \\
    v_{c}(k) + u_s(k), & |s(k)| < \sigma T \text{ and } \|e(k)\| < \rho.
\end{cases} \tag{25}
\]

**Remark 4.3.** Note that the supplemental integral action does not suppress the disturbances that are dependent on the reference signal, since it is placed in the control loop in rear of the disturbance input. Nevertheless, if the closed loop is stable, it upgrades the system type for one, and increase the possibility to better track the reference.

**Remark 4.4.** If the main controller, \(C\), is designed as the considered controller \(K\), constant disturbances, acting on the controlled plant input, as depicted on Fig. 2, are fully suppressed by \(u_s(k)\), since the integral action is placed in front of their input to the system.

In the next paragraphs the system stability and the steady-state error for typical reference signals and disturbances will be analyzed.

### 4.3. The stability analysis

The control defined by (22) was proposed and discussed in [4]. The stability of the closed-loop system with bounded but not estimated/compensated disturbances was established. Starting from this point, it has to be proven that the inclusion of the integral action in the last phase of the sliding motion does not jeopardize the system stability.

Analyzing first the switching function dynamics, it will be shown that, if the integral gain \(h\), satisfies the condition \(0 \leq h < 1/T\), then its difference equation defines a stable system.

To prove this, left-multiply first (10) by \(e^T_s\), and put in it the value of the discrete-time control given by:

\[
v(k) = v_{a2}(k) + u_s(k) = T^{-1}s(k) + e^T_sA_s e(k) + u_s(k)
\]

thus one obtains the switching function difference equation:

\[
    s(k+1) = -T u_s(k) + T^2 e^T_s A_s e(k),
\]

\[
    u_s(k) - u_s(k-1) = h s(k).
\]

Applying \(Z\)-transformation to the previous relations, and solving them with respect to \(s(z)\), one obtains:

\[
    s(z) = \frac{z^{-1}}{z(1-hT)} T c^T_s A_s. \tag{26}
\]

It is obvious that \(0 \leq h < T^{-1}\) guarantees that poles are inside of the unit circle, and therefore the system is stable.

### 4.4. The steady state error

Consider the closed-loop linear system structure given in Fig. 2. It represents the proposed control system in linear mode.

From Fig. 2 one obtains the open loop transfer function:

\[
    W(z) = \frac{Q_{in}(z)}{E(z)} = \left( c_{a1} + z^{-1} A_{a2} \right) \left( \frac{zh}{z-1} + \frac{1}{T} + p_1 \frac{z-1}{T z} \right) \times
\]

\[
    \frac{z-1}{a} \left[ Tz \left( \frac{zh}{z-1} + \frac{1}{a} \right) \right]. \tag{27}
\]

Let the reference signal be

\[
    q(t) = \frac{q_0}{T^r},
\]

where \(q_0\) is a positive constant. Step reference is for \(r=0\), ramp for \(r=1\) and parabola for \(r=2\). The steady-state error can be obtained from conventional definition of error constants: \(K_p\), \(K_v\) and \(K_a\), defined as:

\[
    K_p = \begin{cases} 
    K_p \text{ for } r = 0, \\
    K_v \text{ for } r = 1, \\
    K_a \text{ for } r = 2.
\end{cases} \tag{28}
\]

The position and velocity constants for the open-loop transfer function (27) are \(K_p = K_v = \infty\). Therefore the step and ramp inputs will be tracked with a zero steady-state error. If there is no compensation of the reference-dependent disturbance term, the value of the acceleration constant \(K_a\) is equal to:

\[
    K_a = b T E_{\delta h} \frac{h}{a}. \tag{29}
\]

The steady state error for the input parabola \(q(t) = 0.5 q_0 t^2\) is equal to

\[
    e_1(\infty) = \frac{q_0 T}{a b E_{\delta h}}. \tag{30}
\]

**Remark 4.3:** If the disturbance term \(a q\) is feed-forward compensated, then just one term, \(\tilde{q}\) remains in the disturbance caused by reference. The parabolic signal will be completely suppressed by the additional integrator since its second derivative is a constant. The cubic parabolic signal will have a steady state error equal to
\[ e_1(\infty) = \frac{q_0 T}{bc_{\delta_1}}. \] (31)

It is easy to show that constant disturbance acting on the controlled system input will be completely suppressed due to the integral action. A unit ramp disturbance will result in steady state error equal to

\[ e_1(\infty) = \frac{d_0 T}{K_A h c_{\delta_1}}. \] (32)

where \( d_0 \) is the slope of the disturbance, and \( K_A \) is the gain of power amplifier which supplies controlled positional system.

### 4.5. Controller parameters determination

The first controller parameter to be determined is the sampling time, \( T \). According to the above steady-state accuracy analysis, this parameter should be as small as possible. The choice of the sampling time will be influenced by controlled system parameters \( b \) and \( a \), and also the desired open- and closed-loop dynamics.

Once the sampling time is determined, parameters of the switching function, \( c_{\delta_1} \) and \( c_{\delta_2} \), defining the system performance in the SM should be set. This is a crucial step since the rise-time in the reaching mode is relatively brief compared to one in the SM.

Taking into account that \( c_1^T b_\delta = 1 \), the only parameter to be determined for a second-order controlled system is the switching line slope \( (c_{\delta_1}/c_{\delta_2}) = \alpha \), as seen in the following equation:

\[ c_{\delta_1} c_{\delta_2} b = 1 \Rightarrow c_{\delta_2} = [b_{\delta_2} + (c_{\delta_1}/c_{\delta_2})b_{\delta_1}]^{-1}. \] (33)

The switching function parameter calculation for higher-order systems is discussed in [1], [3], [4], [6], and [9]. The following example implements this procedure to a real system.

### 5. DESIGN EXAMPLE

The considered positional system is driven by a permanent magnet dc motor. The armature is supplied by a power module based on pulse-width modulation. The angular position is measured by an incremental encoder. The considered controlled plant contains a series connection of the amplifier, the power module, motor and encoder. Its second-order model (5) parameters are \( a=26.5 \text{ s}^{-1} \) and \( b=654 \text{ rad/Vs} \).

The sampling time is set to \( T=0.4 \text{ ms} \). The matrices defining discrete-time equivalent system are:

\[
A_x = \begin{bmatrix} 1 & 0.98687 \\ 0 & -26.152 \end{bmatrix}, \quad b_x = \begin{bmatrix} -0.32413 \\ -645.41 \end{bmatrix}.
\]

The switching line slope is chosen as \( \alpha = 50 \). Further design steps are given bellow:

\[
c_{\delta_2} = (-645.41 - 50 \cdot 0.32413)^{-1} = -0.00151449, \\
c_{\delta_1} = 50 c_{\delta_2} = -0.07557248, \\
c_1^T A_x = [0 \quad -0.035572].
\]

The discrete-time equivalent control is

\[
u_{eq}(k) = 2500 s(k) - 0.035572 e_2(k).
\]

The value of \( \sigma \) is set to 10.

The second component of the error vector, \( e_2(k) \), representing the error derivative in the sampling instants, is approximated using the Euler’s formula:

\[ e_2(k) = T^{-1}[e_2(k) - e_2(k-1)]. \]

The system model is then augmented by the feed-forward compensation of the disturbance term \( aq \). The final version of the model is given as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\alpha & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
0 \\
0
\end{bmatrix} u + \begin{bmatrix}
0 \\
a
\end{bmatrix} q \Rightarrow \dot{x} = Ax + bu,
\]

\[ q_m = x_1. \]

The supplemental integral action (23) is defined by \( h=1000 \), \( \rho=0.01 \) and \( \| e(k) \| = \| e_2(k) \| \).

Fig.3 shows the response of the KG\(_m\) subsystem to the reference:

\[ q(t) = 5\cos(t) - 2\cos(2.5t). \] (34)

The maximal absolute value of the tracking error, excluding the starting moment, is \( 4 \times 10^{-7} \). As it may be seen from Fig.3, the subsystem having the task to generate signal \( v(t) \) that compensates the disturbance (see Fig.1), tracks its input signals with a high precision, and thus fully satisfies design requirements.

![Fig.3. The response of the KG\(_m\) subsystem to reference \( q \), (34), with integral action parameter \( h=1000 \).](image)

The next step is to design the main positioning controller which generates the control \( u(t) \). This controller is depicted as block \( C \) in the Fig. 1. One possibility is to apply a P, PD or PID controller. In the proposed positional system, this controller is basically the same as controller \( K \). The main difference is that the derivative of the output, \( \dot{y}(kT) \), is used, instead of the derivative of the error signal, in order to prevent the output overshoots. It is assumed that \( \dot{y}(kT) \) may be either measured or estimated by a suitable observer.

Fig.4 shows the output of the overall system with a step reference of 0.001 rad. The pulse disturbance, acting at the plant input, was set as

\[ p(t) = [0 \quad -100 \cdot h(t-0.4) - h(t-0.7)]^T. \]

The integral action with \( h=1000 \) was permanently on in the controller \( K \). As seen in the Fig.4, the introduction of the estimator in the control system results in almost total
rejection of the pulse disturbance, even if there is no integral action in the main controller C. Yet, this action is still needed to suppress the uncompensated portion of disturbances, which cannot be dealt by the disturbance estimator. Indeed, according to trace 3 in Fig.4, the given disturbance estimator overcompensates disturbance. The used integral action in the main controller avoids this overcompensation (trace 4 in Fig.4).

![Fig.4. Step response of the proposed positional system for different conditions. Integral gain h: in the main controller (C) h=100; in the controller K within the disturbance estimator h=1000.](image)

The presented positional system design has been experimentally tested using two real systems. In the first test the positional system described in the design example was used, and the results are published in [3]. In the second test the positional system was driven by a three-phase vector controlled induction motor with a squirrel-cage rotor. The results were presented in [10]. The positioning precision in both cases was maximal possible; that is one encoder quantum.

7. CONCLUSION

This paper introduces a new approach to the design of high-precision positional robust systems using discrete sliding mode motion. The positional system robustness is significantly enhanced by two particular features: use of a disturbance estimator based on discrete sliding mode motion, and inclusion of an additional integral action effectuated in the final stage of the motion. Due to these features a positioning system of the type three can be made using relatively cheap and simple components. That cannot be done using conventional approach in the design. The simulation of the response to a pulse disturbance confirmed the theoretical prediction.
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Abstract: This paper defines a methodology of parameter estimation in a complex dynamics system. All phases of estimation are realized in MATLAB/SIMULINK. SIMULINK RTWT (Real-Time Windows Target) with multifunctional PCI I/O card is used in data acquisition during experiments, while the other steps of acquisition are performed in SIMULINK-y i SPE (SIMULINK PARAMETR ESTIMATION) toolbox.

Keywords: parameter estimation, MATLAB/SPE, I/O data acquisition card, apparatus for motor control of human arm in ballistic tasks

1. INTRODUCTION

Dynamics systems identification is to determine the models of dynamics system based on experimental data measured at input/output of the object. Each real dynamics system (control plant) can be, in general, adjoined to various types of models that describe its operating under different operating conditions. Dynamic models of the objects are realized based on the laws of physics to bring a valid insight into model’s behavior that can be used in simulations when designing a control system. Models obtained in such a matter can generally be very complex thus not suited for a practical implementation. Therefore we strive towards simpler models based on a set of parameters to sustain pertinent dynamic link between inputs and outputs of control plant. Nonetheless, we can ask what the minimum set of parameters that a model needs to contain is, as well as the influence of each individual parameter on dynamic behavior of real object. Answers to these questions are the main reason for uses of different methodologies for dynamic systems models direct identification based on experimental data. Dynamic systems identification and estimation of parameters as experimental procedure can be divided, in general, into four phases: (1) data activation at identification object input/output following appropriate experimental protocols, (2) evaluation or choice of model structure, (3) model parameters estimate, (4) model validation and verification (of the suggested structure and parameters). Complete identification and estimation procedure implies implementation of the above mentioned phases. What identification methods will be used in individual phases is determined by the type of model we wish to acquire (parameter model, non-parameter model, continuous or discrete model etc.) as well as executing conditions of the experiment (noise, identification in open/closed loop etc.). It is important to mention that validation phase is mandatory step that reveals how the suggested model and estimated model parameters present dynamic behavior of the controlled plant. There is no universal algorithm of estimation of model parameters or the experimental protocol that would always pass the validation phase. It is often necessary to fine tune the parameter estimation algorithm, model complexity or the experimental protocol that would in result give a valid model, and therefore identification of dynamic systems (objects) can be observed as iterative process (Fig.1).

Above mentioned parameter estimation procedure that is described in this paper is fully conducted in MATLAB/SIMULINK environment. Dynamic system whose parameters are subjected to estimation is an apparatus for motor control of the human arm in ballistic tasks of target hitting exercise (Fig.2).

2. BASIC PHASES OF DYNAMIC SYSTEMS

PARAMETER ESTIMATES IN MATLAB ENVIRONMENT

MATLAB/SIMULINK environment embodies all the necessary dynamic system parameter estimation tools to handle experimental data. For the first phase of data acquiring and generating of appropriate stimulus signals RTWT (RT Windows – Target) environment can be used together with multifunctional I/O cards.

HUMUSOFT PCI multifunctional I/O card MF624 was used for conducting experimental parameter estimation. The same I/O card was at the same time used for generating test signals and acquisition of input/output data from the apparatus. Acquisition data is easily imported into MATLAB workspace through Scope blocks and it is additionally archived at PC for additional processing. Second estimation phase and choice of model structure is realized directly in the SIT (System Identification Toolbox), supported by SIMULINK. Third and fourth model parameters and validation estimation phase is performed in the SPE toolbox. It was possible to acquire all the relevant indicators of quality of the performed apparatus parameters estimate (target function, experimental and simulated value, estimation parameters sensitivity etc.) from SPE toolbox.
3. MODEL OF APPARATUS FOR MOTOR CONTROL OF HUMAN ARM IN BALLISTIC TASKS OF TARGET HITTING

Apparatus consists of DC motor with permanent magnet on whose axis is a catapult for throwing small balls as shown in Fig.2.

Mathematical model of the apparatus can be described with the following equation:

\[ J_0 + m_{\text{KAT}} c_{\text{SKAT}} \sin \theta f(\theta) = \tau_{\text{EM}}, \]  
(1)

where \( J \) is total moment of system inertia around the rotation axis; \( m_{\text{KAT}} \) is catapult mass; \( c_{\text{SKAT}} \) is catapult center of gravity;

\[ \tau_{\text{EM}} \] represents moment that is necessary to generate in order to initiate activation of catapult axis.

Model can be described by the following equation:

\[ \tau_F = T_c \eta(\dot{\theta}) + T_s \text{sgn}(\dot{\theta}) + B_F \dot{\theta}, \]

\[ \eta(\dot{\theta}) = \begin{cases} 0 & \dot{\theta} = 0 \\ 1 & \dot{\theta} \neq 0 \end{cases}, \quad T_c = \begin{cases} 0 & \dot{\theta} = 0 \\ T^+ & \dot{\theta} > 0 \\ T^- & \dot{\theta} < 0 \end{cases} \]

Which components of the equation (2) will be used in the model description depends on the concrete dynamic system as well as the frequency range of interest in which the model parameters are being estimated. So, with low drive frequencies, in other words low speeds, it is possible to leave out the viscose component of friction. In this case satisfactory results were obtained by model described by Coulomb friction \( \tau_c \).

3.1 Apparatus modeling in SimMechanics Environment

Unlike the classic SIMULINK blocks that represent appropriate mathematical operations, SimMechanics is GUI environment for physical modeling of mechanical systems, machines, their kinematics and dynamics using classic Newton laws of mechanics. Physical components of mechanical systems such as solid bodies, joints, kinematical limitations etc. are represented with corresponding blocks. Through sensors and actuators that are integral part of Simmechanics toolbox models from SimMechanics can be connected to other MATLAB/SIMULINK components. This toolbox was used for apparatus modeling and block diagram is shown on Fig.3.

4. PARAMETER ESTIMATION IN SIMULINK PARAMETER ESTIMATION SPE TOOLBOX

SPE toolbox is GUI (graphic user interface) for estimation and calibration of model parameters based on experimental data taken from real object. SPE supports the following estimation types:

- Static component \( \tau_C \) that represents moment that is necessary to generate in order to initiate activation of catapult axis.
- Transient Estimation — model parameters estimation based on comparison of model outputs with experimental data under given input signal.
- Initial Condition Estimation — estimation of initial conditions based on experimental data.
- Adaptive Lookup Tables — Estimation of values in tables for points determined in advance according to test values from physical model.

Regardless of the estimation type, entire estimation process is performed in Control and Estimation Tools Manager. Basic steps of the estimation process are:

1. Input/output entry of data acquired in the experimental phase
2. Data pre-processing
3. Choice of parameters and initial conditions for estimation
4. Configuration of estimation process
5. Parameters estimation
6. Graphic presentation of relevant indicators of estimation quality
7. Validation of estimated parameters

4.1. Apparatus parameters estimation procedure

MATLAB RTWTGT environment with PCI I/O multifunctional card MF624 was used to conduct experimental procedure of data acquisition from the apparatus. Block diagram of RTWTGT environment is shown in Fig.4. Different kinds of sinus test signals were generated through signal generator and they were used to stimulate DC motor through square amplifiers [4]. Encoder (1000 imp/o) mounted at motor axis simultaneously provided information about position of motor axis through encoding input of I/O card. In order to estimate all the parameters of the motor described by the equation (1) it is necessary to know speed and acceleration as well as the position. Speed and acceleration estimator was used to that purpose (real differentiator) and on its output were acquired all the necessary measurements.

After conducting experimental protocol the following phase in the estimation procedure is starting SPE toolbox and entry of acquired data or sets of acquired data. SPE toolbox has an option of data pre-processing before the onset of the estimation procedure that is performed through the following activities: removal of peaks, glitches from signal, detrending -removal of arithmetic mean or linear growth, filtering data with desired filter etc.

![Fig.4. RTWTGT environment for data acquisition from the apparatus](image)

Values of apparatus parameters before and after the estimation procedure are provided in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated values of parameters - before</th>
<th>Estimated values of parameters - after</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catapult mass</td>
<td>0.35kg</td>
<td>0.467kg</td>
</tr>
<tr>
<td>Catapult length</td>
<td>0.18m</td>
<td>0.18m</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.01Nm</td>
<td>0.014Nm</td>
</tr>
<tr>
<td>Position of center of gravity</td>
<td>0.09m</td>
<td>0.1066m</td>
</tr>
<tr>
<td>$K_t$ of DC motor</td>
<td>0.167A/Nm</td>
<td>0.167A/Nm</td>
</tr>
<tr>
<td>Moment of inertia with regard to individual axis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.45e-004 kgm2</td>
<td>9.45e-004 kgm2</td>
<td></td>
</tr>
<tr>
<td>0.0017 kgm2</td>
<td>0.0027 kgm2</td>
<td></td>
</tr>
</tbody>
</table>

![Fig.3. Apparatus model in SimMechanics toolbox](image)

![Fig.5. Control and Estimation Tools Manager](image)

After pre-processing there follows a choice of parameters/initial conditions, configuration and execution of estimation process. All the above mentioned phases are performed in Control and Estimation Tools Manager which is shown in Fig.5.
After the conducted estimation procedure follows the overview of relevant estimation quality indicators which are:

- Measured and simulated value
- Goal function as sum of squares of error that was subject to minimizing in the estimation procedure
- Estimation parameters sensitivity
- Parameters trajectory
- Residuals

All the above mentioned indicators of quality of estimation process are shown in Fig.6, 7, 8 and 9.

*Fig.6. Measured and simulated apparatus speed*

![Graph showing measured and simulated apparatus speed](image)

*Fig.7. Convergence of goal function*

![Graph showing convergence of goal function](image)

*Fig.8. Estimation parameters sensitivity*

![Graph showing estimation parameters sensitivity](image)

*Fig.10. Values of estimated parameters*

![Graph showing values of estimated parameters](image)

5. CONCLUSION

We gave an practical example of parameter estimation procedure for a mechatronic setup. All results point out the quality of performed estimation. Convergence speed of goal function (sum of error squares) certainly depends on complexity and precision of proposed model of dynamic system. In this specific case, parameters estimation process is completed in less than ten iterations. On the basis of the conducted procedures of parameter estimation followed by estimation of apparatus for motor control of human arm in ballistic tasks of target practice we stand at the pint that the MATLAB/SIMULINK have all the necessary tools for fast, simple and reliable estimation procedure. RTWINTGT toolbox has special benefit here because it provides flexible environment in experimental phase of data acquisition from the aspect of versatility of generated test signals and data archives. Also, identification of dynamic systems and estimation of their parameters is just an initial phase in projecting control structures in general. All further design steps can be performed in MATLAB/SIMULINK (Model Based Predictive Control Toolbox, Control toolbox) form a comprehensive environment, that can handle both, the identification and the estimation processes.
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Abstract: Distribution State Estimation is the essential function of the DMS Analytical Functions System. It is based on both historical data describing loads and real-time telemetered state data. Real-time data consist of switchgear statuses data, tap position of under load tap-changing transformers and telemetered currents and voltages magnitudes. In distribution networks automated in the usual way, only supply substations are covered by SCADA systems. Thus, the redundancy of data necessary for state estimation performance is significantly bad, regarding transmission networks. The quality of distribution state estimation (and consequently of all other analytical functions) could be significantly increased if state data from the depth of the medium voltage network (RTU located at medium voltage substations, reclosers, ...) are taken into account in the state estimation algorithm. The analysis of the impact of these data on the distribution state estimation is the main goal of this paper. It is done for Distribution Utility Elektrovojvodina, "Elektrodistribucija Sombor", Serbia. In this analysis, the results provided with following data are specially stressed: 1) only historical data, 2) historical data and real-time data telemetered from supply substations and 3) historical data, real-time data telemetered from supply substations and data telemetered from the depth of the medium voltage network.

1. INTRODUCTION

Distribution State Estimation (DSE) represents the essential analytical function for management and planning of distribution network (DN) operation. The evaluation of actual or chosen state of DN is based on off-line data (historical data) and real-time data. Historical data consist of quality and quantity load indicators. Real-time data consist of data about switchgear statuses, tap changer positions, and measurements that are telemetered and stored in the technical database by using SCADA system. Usually, SCADA system covers only supply substations and a few medium voltage (MV) points. Therefore, the redundancy of telemetered real-time data in DN is significantly less than 1.0 (values are approximately 0.2 – 0.3 [2]). Because of that, in the last ten years specialized algorithms for distribution state estimation [2, 3, and 4] have been developed. However, small numbers of papers [5] offer the results of the application of the real-life state estimators. One of the main reasons for that is the fact that the practical application of state estimation in DN requires its integration with the functions for analysis, management, and DN planning: Load Forecast, Load Flow, etc. In fact, it requires its integration in DMS Software (DMS – Distribution Management System). The practical application of DMS Software started with the project realization [1], and verification and analysis of the State Estimation function in "Elektrodistribucija Sombor" [6]. At the beginning, only usually available values of real time are used – data about supply substations that are monitored by using SCADA system. The results of such application of DSE function are shown in [7,8,9]. Generally, the results of the state estimation proved to be useful for the estimation of values between the observable parts of DN, but not within them. The verification and analysis of DSE function, that is based not only on data that are telemetered from supply substations by using SCADA system, but on data from the depth of the MV network as well, are shown in this paper. After the introduction, the second part shows mathematical model for distribution state estimation. In the third part, the results of the application of DSE function in "Elektrodistribucija Sombor" and the influence of measurements from the depth of the MV network on their quality are shown. After conclusion, bibliography used in this paper is given.

2. METHODOLOGY OF STATE ESTIMATION

The DSE algorithm consists of state estimation of DN on the basis of real-time telemetered data [data about state (measurements and topology (switchgear statuses)), quantity and quality historical data about DN load. In addition, measurements could be: magnitudes of currents and voltages, active and reactive power on any location in the network. Historical data consist of: (i) normalized daily chronological diagram (NDCD) of load for magnitudes of current, active and reactive power and daily chronological diagram of power factor and (ii) weight factor – maximal values of load (kW, kVAR, A), load flow (kWh, kVARh) and rated powers of equipment (kVA). If NDCDs of load (currents or powers) are multiplied with appropriate maximal values of load, daily chronological diagrams (DCDs) of currents or powers are obtained in appropriate units.

The developed DSE algorithm consists of 7 steps: 1 – Preestimation, 2 – Verification of topology, 3 – Verification of telemetered measurements, 4 – Load calibration, 5 – Load flow calculation, 6 – Verification of telemetered voltage measurements and 7 – Load flow calculation.

2.1. Preestimation

The preestimation consists of load flow calculation of the considered DN [10], for specified root voltage, based only on load historical data. The values calculated in this step are called preestimated values. If the network is not remotely monitored, this step is the last step of the estimation algorithm.

2.2. Verification of topology

The verification of topology represents the identification and elimination of errors made during the update on the changes in switchgear statuses made by using SCADA system and manually in the field. Since the redundancy of telemetered data in DN is very humble, the possibilities of topology verification are also very humble. However, heuristic rules can be used, e.g.: in DN where state estimation is always performed (e.g. in every 10 seconds), every sudden change in telemetered magnitudes of measurements and their great difference compared to "good" historical data represents the change of network topology or the error of telemetered measurements.
2.3. Verification of Measurements

The verification of measurements means acknowledging, correction of errors or elimination of "bad" telemetered measurements. Also, due to small redundancy of data, it is based on the artificially obtained redundancy of data obtained on the basis of the results of preestimation. The verification of measurements consists of 5 sub-steps.

2.3.1. Measurements preparation. It represents the conversion of all measurements of various types (powers, currents, power factors) into unique measurements: 1 – currents and power factors or 2 – active and reactive powers.

2.3.2. Elimination of obviously bad measurements. The term obviously bad measurements represents the measurements that are: 1 – beyond limits imposed by limitations of relay protection functioning; 2 – zero, but there are loads below them and 3 – over differences between measured and preestimated values of measurements defined in advance. These measurements are rejected from the following algorithm steps.

2.3.3. Network reduction. By making equivalents of all unobserved parts (DN areas), the dimensions of the network are being reduced. The areas consist of electrically connected elements (lines, transformers...) without telemetered measurements of currents and powers. They are mutually connected solely through branches with telemetered measurements. Thus, the unobservable areas are not known in detail, but their total load is. In this way, after the application of very simple procedure of establishing equivalence, mainly unobservable network with N nodes (Figure 1a) is reduced to equivalent network with Np nodes that can be entirely observed (areas are highlighted with dashed line).

2.3.4. Verification procedure. The constrained optimization procedure for measurement verification, applied to reduced model of the network is radically faster than its application to the model of the entire network. This procedure consists of minimization of the following objective function: sum of square of deviations from measured (m) and preestimated (p) from estimated values (e) for Nm telemetered measurements xj and Np total loads of the area xj:

\[
\Phi = \sum_{j=1}^{N_p} \left[ w^m_j (x^m_j - x^e_j)^2 + w^p_j (x^p_j - x^e_j)^2 \right] W_j + \sum_{n=1}^{N_m} \left[ w^p_n (x^p_n - x^e_n)^2 \right] W_n ,
\]

with a constraint for every area.

\[
f_n = x^e_n + \Delta x^p_n - \sum_{j=1}^{N_m} k_{nj} x^e_j = 0 , \quad n = 1, ..., N_o .
\]

The relative weights of telemetered and preestimated values are marked with \(w\); the relative weights of state of variables and areas are marked with \(W\); \(k_{nj}\) represents the sign mark of measured values \(x_j\) (it is positive when measured value is directed in the area); \(x_n\) represents total active and reactive losses of the area, when (1) active and reactive power are unknown variables \(x_j\) or the real and imaginary part of total shunt current, when currents are unknown variables.

Load flows are the essential constraints of the considered optimization procedure. They are implicitly included in the procedures in the preestimation step and also in the fifth and seventh step (load flow calculation).

The result of the optimization procedure consists of estimated measurements and total loads of areas. The quality of those values is considered in the following sub-step.

2.3.5. Detection of bad data and elimination. The measurement with maximal deviations from the estimated value previously obtained, that surpasses the threshold specified in advance, represents bad measurements and is eliminated from the further procedure of the estimation. After eliminating bad measurements, substeps 2.3.3 and 2.3.4 are repeated, as long as there are bad measurements in sub-step 2.3.5.

2.4. Load calibration

All the loads (active and reactive power or magnitudes of currents with power factor) directly (remotely) monitored are estimated in the previous step. Other belongs to the monitored areas. The load estimation of the node \(i\), in the area \(n\) from \(N\) nodes is:

\[
x^c_{ni} = \frac{x^e_{ni}}{x^p_{ni}}, \quad i = 1, ..., N_o , \quad n = 1, ..., N_o .
\]

2.5. Load flow calculation

Finally, state estimation of the original network is obtained on the basis of load flow calculations, for the loads estimated in the previous step and for specific voltage phasors of the roots of DN.

3. INFLUENCE OF MEASUREMENTS FROM THE DEPTH OF THE NETWORK

The verification and analysis of the application of DSE is done in the part of DN "Elektrodistribucija Sombor" which is supplied with electric power through supply transformer 110/20 kV/kV (transformer 1) with rated power 31,5 MVA, in supply substation "Sombor 2". The transformer 1 supplies the network of the total length 130 km, with 127 distribution substations 20/0,4 kV/kV of total rated power 40,29 MVA. The consumption of the considered network (part of the area of the city of Sombor and villages Bezdan, Kolut, Bački Monštor, Bački Breg, and Kupusina) amounts to 8,975 MW. The considered network is described in [7] and shown in figure 2. Three feeders with the schedule of control measurements are pointed out to. The measurements with the values monitored by using SCADA system for supply substation 110/20 kV/kV are highlighted with yellow; measurements from the depth of the network controlled by using SCADA system for distribution substations 20/0,4 kV/kV are highlighted with green, and control measurements with grey rectangle.
The analysis of the influence of measurements of currents from the depth of the network on the quality of the results of state estimation is done for the period of 64 days. The verification is done on the basis of automatically written results of the DSE function (that used to be permanently done for every change: measurement values, switchgear statuses, tap changer positions, and so on) and simultaneously, the registered values of measurements in chosen control points (20 kV and 0,4 kV values of measurements of magnitudes of currents and voltage in distribution substations 20/0,4 kV/kV). The paper shows the results when state estimation of magnitudes of currents and voltage in distribution substations chosen control points (20 kV and 0,4 kV values of measurements on) and simultaneously, the registered values of measurements in measurement values, switchgear statuses, tap changer positions, and so on (that used to be permanently done for every change: measurement values, switchgear statuses, tap changer positions, and so on).

1. Only by using historical data.
2. By using historical data and the values of telemetered 20 kV currents from supply substation "Sombor 2".
3. By using historical data and the values of telemetered 20 kV currents from supply substation "Sombor 2" and the values of chosen measurement of 20 kV current on feeder "Pariska" from distribution substation "Kosovska".
4. By using historical data and the values of telemetered 20 kV currents from supply substation "Sombor 2" and the values of chosen measurement of 20 kV current from distribution substations "V. Nazor", "Kosovska" and "Elektrovojvodina".
5. By using historical data and the values of telemetered 20 kV currents from supply substation "Sombor 2" and the values of chosen measurement of 0,4 kV current of loads supplied from distribution substations "V. Nazor", "Kosovska" and "Blok 273".

The results shown in table 1 are in accordance with the formulated variants of state estimation. Thus, grey fields in the columns Variant/error [%] mark the values used when calculating state estimation and white fields represent measurements used as the control of the result of state estimation.

The quantification of the results quality of state estimation is based on the comparison of the estimated and simultaneously measured values of magnitudes of currents. For that purposes, the following values are used as quantitative indicators: the average absolute and medium percentage deviation of measured and preestimated values (symbol $\alpha$), or measured and estimated values of magnitudes of currents (symbol $\beta$) (these indicators in the sequel are marked with $B$ and $D$, respectively), for $m$ moments of measurements:

$$\Delta X_{sr}^{Ma} \alpha = \frac{1}{m} \sum_{j=1}^{m} \left| X_j^M - X_j^\alpha \right|, \quad \Delta X_{sr}^{Ma} \beta = \frac{100}{m} \sum_{j=1}^{m} \frac{|X_j^M - X_j^\beta|}{X_j^\beta}$$

In the sequel the results of five variants of the application of state estimation for Friday 18.03.2005, working day, are given in detail. In figures (3, 4 and 5) measured values are marked with blue dotted line, DCD of preestimated value with red dotted line (variant 1) and variants of estimated values with full line (variant 2 red, 3 green, 4 black and 5 blue color). Regarding the quality, in all the examples the ratio of weight factors of measured and historical data are the same: $T_{meas}:T_{hist} = 100:5$.

The review of the quality of state estimation results done for considered variants is given in table 1. The evaluation based only on historical data, variant 1, has the greatest deviation from the measured value; taking into account only control measurements, this deviations averagely amounts to 16,1%. If measurements monitored by using SCADA system are used, the average deviation of estimated from measured values is 13,8%. If the values obtained by using SCADA system are associated with measurements of 20 kV currents, the average deviation of estimated from measured values can be additionally reduced. Even though the increase in number of measurements from the depth of the MV network increases the correctness of the results, it should be pointed out that the choice of measurements locations in the depth of the MV network is of the crucial importance. By adding only one measurement in the depth of the MV network with solidly chosen location, variant 3, the error of the state estimation is reduced in comparison with variant 2 for 1,2% (from 13,8 to 12,6%), and by adding three measurements in the depth of the MV network, variant 4, for 1,7% (from 13,8 to 12,1%). If in DN with 127 distribution transformers for state estimation, except for measurements monitored by using SCADA system, the measurements of 0,4 kV currents of three distribution transformers are used: the quality of the estimated state on those transformers will significantly improve, but this does not apply to the quality of the estimation of the entire area. For the considered example, variant 5, the average deviation from the measured value is 13,5%, which is for 0,3% better than the deviation in the variant containing only SCADA measurements.
Table 1. Quantification of variants of state estimation

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Name of power object</th>
<th>Measured current</th>
<th>Variant/error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCADA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supply</td>
<td>Transformer 1</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td>Substation</td>
<td>Feeder &quot;Aerodrom&quot;</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td>&quot;Sombor 2&quot;</td>
<td>Feeder B. Monoštor*</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td></td>
<td>Feeder &quot;Bezdan&quot;</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td></td>
<td>Feeder &quot;Kosovska&quot;</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td></td>
<td>Feeder &quot;Centar III&quot;</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td></td>
<td>Feeder &quot;Selen 1&quot;</td>
<td>20 kV</td>
<td>Feeder root</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average of SCADA measurements :</td>
</tr>
<tr>
<td>Measurements</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in the MV</td>
<td>Feeder B. Monoštor</td>
<td>DS &quot;V. Nazora&quot;</td>
<td>20 kV</td>
</tr>
<tr>
<td>network</td>
<td></td>
<td></td>
<td>Connection &quot;Vodovod&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td></td>
<td>Feeder Kosovska</td>
<td>DS &quot;Kosovska&quot;</td>
<td>20 kV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MV lateral &quot;Pariska&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td></td>
<td>Feeder Selenča 1</td>
<td>DS &quot;Elektrovojvod.REFERENCE 2008.&quot;</td>
<td>20 kV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Connection &quot;Dom Starih&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td>Control</td>
<td>Feeder B. Monoštor</td>
<td>DS &quot;Plounirs. – Nova&quot;</td>
<td>0.4 kV</td>
</tr>
<tr>
<td>measurements</td>
<td></td>
<td></td>
<td>Transformer</td>
</tr>
<tr>
<td>in the depth</td>
<td>DS &quot;Kosovska&quot;</td>
<td>20 kV</td>
<td>MV lateral &quot;M. Obliča&quot;</td>
</tr>
<tr>
<td>of the network</td>
<td>DS &quot;Pariska&quot;</td>
<td>0.4 kV</td>
<td>MV lateral &quot;Čitamnička&quot;</td>
</tr>
<tr>
<td></td>
<td>DS &quot;M. Popovića&quot;</td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td></td>
<td>DS &quot;Selenča 1&quot;</td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MV lateral &quot;Čitamnička&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4 kV</td>
<td>Transformer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average of control measurements :</td>
</tr>
</tbody>
</table>

Fig. 3, 4, and 5 present preestimated, measured and estimated values, depending on the variant of application of measurements from the depth of the network. The values shown in figure 3 refer to 20kV current on the feeder "Kosovska". The influence of measurements from the depth of the network on the quality of estimation of 20kV current at the beginning on feeder (values monitored by using SCADA system) is insignificantly small. The values shown in figure 4 refer to 20kV current on MV lateral "Čitamnička" in distribution substation "Kosovska". There are also "worse" historical data on that feeder (preestimated values...
in comparison with measured values), but 20 kV measurements from the depth of the network reduce the errors of estimation. The values shown in Fig.5 refer to 0.4 kV current of transformer in distribution substation "M. Obilić" where estimated values are close to measured values and measurements from the depth of the network reduce the estimation errors.

![Fig.3. Estimated 20 kV currents on feeder "Kosovska"](image)

![Fig.4. Estimated 20 kV currents on MV lateral "Čitaonička"](image)

![Fig.5. Estimated 0.4 kV currents of distribution substation "M. Obilić"](image)

5. CONCLUSION

Distribution state estimation is the basic and most important analytical function for DN calculation. It is used for estimation and analysis of past, current or future states of DN. This paper briefly describes the idea of a simple, fast and robust state estimator. Its power is reflected in the fact that it can be adapted to any DN – from those for which only historical data are available to those that are entirely remotely controlled. The main aspect of this paper is the confirmation of the need to introduce measurements from the depth of the network in the state estimation procedure. Only one small, but representative part of the results obtained by comparison of the values of very complex measurements and application of state estimation in real time, done in the last couple of years is represented here. The paper points out to the main conclusions: 1 – the importance of historical and telemetered data; 2 – the quality of the results of the state estimation increases with the increase in number of consumers supplied by element whose magnitude is being estimated; 3 – measurements from the MV network increase the quality of state estimation. It will not influence the estimation of magnitudes monitored by using SCADA systems, but they will significantly influence their distribution along the points monitored by SCADA systems; 4 – measurements from the depth of the network should be set along feeder so that its division includes the feeder in areas with the same values of their loads, for the great consumers whose value and dynamics of load cannot be predicted at the places where there is the possibility of remote change of switchgear statuses. Finally, the paper shows that the real-time state estimation gains more quality by introducing measurements from the depth of the network, so that it is more reliable and more precise for the analysis of DN state in on-line mode, and, therefore, for its management in real time.
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Abstract: This paper presents a concept of the analysis of power transformer On Load Tap Changer (OLTC) operating conditions. Tap Changer failures represent over 40% of total failures of power transformers. Analysis of power transformer OLTC operating conditions encourages a big interest at utilities and industry. Reasons for increased interest in this analysis are at first big desire for good utilization of transformers, then increase of transformer reliability caused by prevention of failures and at the end improvement of operator safety and environment conditions. Results of analysis are illustrated on a power transformer. PC software RMOWin-T5 together with winding resistance ohmmeter RMO50T is used for calculation and drawing of the graphs.
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1. INTRODUCTION

Power transformers are critical, capital-intensive assets for utilities as well as for industry. Transformers are extremely reliable devices. However, many of the transformers in use today have already exceeded their design life. Today transformers are not automatically replaced, if they have reached their life span, but left in service as long as possible. In contradiction to the past, power transformers are operated nowadays at or above rated power.

Transformers are subject to vibration. Problems or faults occur due to poor design, assembly, handing, poor environments, overloading or poor maintenance. Failures are appeared on all transformer parts with a certain frequency (Fig.1). In an international analysis there are statically presented data on a sample of 47000 transformer-years. The failures are systematized by the part of the transformer for which is believed that is initially started the failure. The tap changer failures represent more than 40 % of all failures on power transformers.

Measuring the resistance of the windings assures that the connections are correct and the resistance measurement indicates that there are no severe mismatches or opens. Many transformers have taps built into them. These taps allow ratio to be increased or decreased by fractions of a percent. Any of the ratio changes involve a mechanical movement of a contact from one position to another. These tap changes will also be checked during a winding resistance test.

The OLTC are consisted of two parts. Those two parts are diverter switch, which carry the load, and tap selector which chooses the tap positions. Both of these two parts are placed in transformer oil. Fig.2 shows the scheme of the OLTC.

2. TRANSFORMER STATIC WINDING RESISTANCE MEASUREMENT

Static winding resistance consists of all internal contact resistances increased by the resistance of the windings in certain tap position. The result calculated using Ohm's law: voltage drop divided by the test current R=U/I.
Winding resistance measurements in transformers are of fundamental importance for the following purposes:

- Calculations of the $I^2R$ component of conductor losses,
- Calculation of winding temperature at the end of a temperature test cycle,
- As a base for assessing possible damage in the field.

Regardless of the configuration, either star or delta, the measurements are made phase to phase and comparisons are made to determine if the readings are comparable. If all readings are within one percent of each other, then they are acceptable. Keep in mind that the purpose of the test is to check for gross differences between the windings and for opens in the connections. The tests are not made to duplicate the readings of the manufactured device which was tested in the factory under controlled conditions and perhaps at other temperatures. The scheme of measuring method is shown on Fig.3.

3. TRANSFORMER DYNAMIC RESISTANCE MEASUREMENT

Up to date, only the static behavior of the contact resistances has been taken into account in maintenance testing and diagnosis of power transformers.

Dynamic resistance here mentioned is actually test current change, which could be detected with RMO50T device in combination with the RMOWin-T5 software, during the change from one tap changer position to the next one. That current is in an inverse proportion with the total resistance of the circuit. The scheme of measuring method for the dynamic resistance measurement is shown on Fig.5.

![Fig.3. Method for winding resistance measurement of power transformer](image)

![Fig.5. Method for the OLTC analysis of power transformers](image)

Switching problems of the diverter switch of the OLTC can be found through dynamic resistance measurements method which is shown on the Fig.6.

![Fig.4. Damaged tap selector contacts](image)

![Fig.6. Dynamic behavior of the diverter switch](image)

For the dynamic resistance measurement the test current should be as low as possible, otherwise short interruptions or bouncing of the diverter switch contacts cannot be detected. In this case the initiated arc has the effect of shortening the open contacts internally.
During the test of the OLTC, the test instrument should stay in operation all the time when the positions of the OLTC are changed. It enables for the measurement to be performed very fast without necessity to discharge the transformer and then to charge it again for all the tap changes. The test instrument will stabilize the test current after each tap position change.

If the tap changer is faulty (opened) or if there is a short period of time when the circuit is opened, the winding resistance ohmmeter will continue to generate the current, the operator can chose either to continue the test with changing the tap changer to the next position or to stop the test. If the operator stops the test, the instrument will automatically discharge the energy stored into the transformer.

The case of the opened circuit in the tap changer is clearly indicated to the user of the device by message „Discontinuity“ on the display of the instrument. If the circuit is opened, measuring instrument will not damage the transformer at all.

Fig.7 shows aged diverter switch contacts of the OLTC.

![Aged contacts of the diverter switch](image)

**Fig.7. Aged contacts of the diverter switch**

4. COMPUTER SUPPORT

Specialized PC software RMOWin-T5 is used for data acquisition and storing results of transformer static and dynamic resistance measurements. The software operates on a standard PC configuration using Windows operating system. Connection between PC and test instrument is accomplished using USB interface. The software enables controlling the test instrument during measurement and downloading measuring results stored in the internal instrument memory. Static resistance measurements are saved in standard file formats like XLS, CSV and TXT. Fig.8 and 9 show static resistance measurements on two different transformers T1 and T2, while changing the OLTC position from minimum to maximum position. Figure 8 shows good condition of OLTC on transformer T1, while Fig.9 shows bad condition of OLTC on transformer T2.

Measuring results acquired during the change of OLTC positions are saved in special format that enables graphing the current values while changing from one position to another. Based on this graph, it is possible to diagnose the operating condition of OLTC switching elements. Positions are usually changed starting from the first or the last position. After each position change, the software displays a graph showing current value change during the transition from two subsequent positions. Measured values can be saved after each transition or after completing the measurement by reaching the final OLTC position. The analysis of OLTC operating condition is realized in two separate modes. The first one is on-line mode, while using the test instrument on real test object. The other one is off-line mode, which enables analysing data saved in files.

Fig.10 and 11 show current values while changing the OLTC positions from minimum to maximum on transformers T1 and T2. The values shown on abscissa denote the transition (e.g. 3>4 for transition from position 3 to position 4), while values on the ordinate denote current value during the transition.

Fig.10 displays a graph which shows good operating condition of T1 OLTC; figure 11 displays a graph which shows bad operating condition of T2 OLTC.
It is possible to show more detailed diagram by zooming the interesting parts of the graph. The most interesting part on each transition is the part which shows current value during the change from maximum to minimum value. Typical current value diagram is shown on Fig.12. This diagram shows a good condition of OLTC.

Separate control window enables displaying markers on the graph and measuring characteristic values between the markers. Markers can be moved to desired position on the graph. The values shown on the control window are the time interval between two markers, current difference and percent current difference between the markers.

Fig.13 shows current value during the transition with a short discontinuity. This current diagram is related to bad operating condition of OLTC switching elements.

5. CONCLUSION
Transformers are very reliable devices which are able to work correctly for a long time under regular maintenance and service. Transformer failures are very serious and usually require expensive repair and long out-of-service time. The most important thing to do in order to prevent failures is to provide correct installation and regular maintenance.

It is required to measure transformer winding resistance each time the transformer testing is done. Modern measuring devices provide reliable, accurate and easy measurement. Comparison to „fingerprint“ results, which were taken when the transformer OLTC where in good condition and to the other phases, allows for an efficient analysis.

Defective contacts (e.g. tap selector contacts) could be detected by measuring static resistance in all OLTC positions. It is recommended to perform the measurement starting from the first position to final position, and vice versa, and then to compare the measurement results in the same positions.

Switching problems of diverter switch could be detected by measuring dynamic resistance.

Dynamic resistance measurement is a new method still unknown worldwide. A big advantage of this method is that there is no necessity to open the OLTC, then to remove the oil from the tank, and at the end to see what the problem inside the OLTC is. In such a way maintenance and service costs are significantly decreased.
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