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Control of Charging in High Aspect Ratio Plasma 
Etching of Integrated Circuits 

 
Zoran Lj. Petrović1,2, Toshiaki Makabe2 

Abstract - In this paper we discuss some recent studies on 
control of charging during plasma etching of silicon dioxide in 
integrated circuits.  These are required to reduce the damage on 
the devices and allow further increase in speed and capacity of 
integrated circuits.  Such possibilities have a bearing in 
development of telecommunications.  In particular we discuss 
how properties of incoming ions, geometry of the nano-
structure, aspect ratio and plasma properties affect the kinetics 
of charging.1  

 
Keywords - integrated circuits, plasma etching, charging, ion 

energy distribution 
 

I. INTRODUCTION 
 
Further advances in increasing the capacity and speed of 

integrated circuits depend very much on two main 
technologies photo-litography and plasma etching. Both 
technologies have reached certain limitations in making 
progress towards sub 100 nm resolutions.  This paper deals 
with the research that has been carried out to optimize plasma 
etching and make it compatible with further miniaturization.   

Perhaps the critical problem in further optimization of 
plasma etching is control of charging of high aspect ratio 
(height divided by width ratio) during plasma etching [1-4].  
Deposited charge at the bottom of narrow contact holes or 
nano trenches produces potential which blocks further ions 
from reaching the bottom of the etched structures.  Thus 
various problems may be associated with different forms of 
charging including micro loading, aspect ratio dependent 
etching, micro trenching, etch stop in case of SiO2 and 
notching due to electron shading in case of poly Si etching 
[5].  Etching of SiO2 is the most frequent operation in plasma 
etching and critical in achieving contact between different 
layers and the devices.  

Only few studies have been performed for etching of 
oxides.  It would be wrong to assume that the high energy 
ions that are normally used in oxide etching [6] are less likely 
to be affected by the fields due to charging since the 
accumulated charge density on an insulating oxide may be 
high enough to produce local potentials of the order of 
hundred volts and more. In addition to problems for the 
process of etching itself the charging may also damage the 
devices that are being processed.  The thickness of oxide 
layers in FET is so small that even several of elementary 
charges deposited at the bottom of a contact hole may induce 
voltages that exceed breakdown potential of the oxide 
material.   

 
1 Zoran Petrović is with Institute of Physics, University of Belgrade, 
POB 68 11080 Zemun, Serbia and Montenegro, 
zoran@phy.bg.ac.yu . 
2Toshiaki Makabe is at Department of Electronics and Electrical 
Engineering, Keio University, 3-14-1 Hiyoshi, Yokohama 223 
Japan, makabe@mkbe.elec.keio.ac.jp .  
 

Several approaches were proposed to reduce charging 
which include: 

1. application of pulsed capacitively coupled plasmas 
(CCP) [7] and inductively coupled plasmas (ICP) [8]; 

2. etching by fast neutral beams [9,10]; 
3. application of fast electron beams to neutralize the 

surface [11]; 
4. application of pulsing technique and two frequency 

plasma production and biasing that would allow negative ions 
to enter the nano structures  and neutralize the positive ions 
accumulated in the trench; 

5 adjustment of plasma and surface chemistry by 
addition of oxygen. 

Positive effects were demonstrated with most of these 
techniques.  However, full understanding and optimization of 
these techniques requires understanding of the process of 
charging, of ion energies and trajectories as a function of 
plasma properties, of the dynamics of charges on the surface 
and potentials within the structures that are being 
manufactured.  This paper will review some of the results 
obtained in this direction. 

For improvement of telecommunications it is important 
to establish the limitations of integrated circuits. Optical 
communications were made possible not only by advances in 
lasers and optical fibers but also by large processing power 
that became available with improvement of integrated 
circuits.  Further improvements in mobile telephones will 
more and more rely on increased processing power especially 
with the transfer of images and development of 
reconfigurable systems.  For that purpose not only the power 
but also the speed and facilities to amplify high frequencies 
in domain of MHz and even THz are required. 

 
II. TRANSPORT AND DEPOSITION OF IONS IN 

TRENCHES 
 

The simulation technique that was applied most 
frequently to study processes of charging is Monte Carlo 
simulations [12]. On the other hand direct numerical solution 
of Boltzmann equation may be more efficient and easier to 
integrate into large models of plasma. Thus comparisons 
between the two techniques is required to validate the 
simpler, approximate numerical technique. 

In this paper we study the charging in a fixed structure.  
The geometry of the system is shown in Fig. 1. We assume 
that the oxide layer is 200 nm thick and that the trench is 100 
nm wide with the thickness of the oxide at the bottom of only 
50 nm. The trench structure is symmetric with respect to x-
axis, i.e. only one half is shown here and modeled under 
periodic boundary conditions. The trench as defined in our 
study does not have a very high aspect ratio. 
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Fig. 1 Geometry of the system of nano trenches that was used in 

modeling of ion and electron redistribution. 

 
In the first instance we assume that we have positive 

charge at the center of the bottom ρs1=1.3 10-5 C cm-2 (case 
1).  We also studied [13] a situation when we have both ρs1 

and a negative charge at the top of the side wall ρs2=3.25 10-6 
C cm-2 (case 2).  The assumed charge densities are realistic 
and lead to a potential of 73 V (case 2), so we will regard 
voltage higher than this value as high. However, since the 
charge is not spread uniformly throughout the bottom, the 
potential has a maximum at the center (x=0) and it gradually 
drops down towards the corner. 

In MCS we typically release 1-3 106 electrons and ions 
to obtain relatively smooth distributions. We  varied ion 
energy from 20 eV to 120 eV. Typical set of trajectories for 
case 2 and initial energy of 60 eV is shown in Fig. 2.  
Specific characteristic of this initial condition is that the ions 
will have enough energy to reach some parts of the bottom 
but not all.  Close to center (small x) the ions are bent and 
travel almost parallel to the bottom.  As soon as they come 
near the position with the potential lower than their initial 
energy they reach the bottom wall. As a result the corner and 
a part of sidewall are reached by two groups of ions, one that 
traveled directly and the other that was diverted by the 
electric field. 

The distributions of ion fluxes inside the trench are 
shown in Fig. 3 for z (downward) direction. The data in that 
figure were obtained for the second case by Monte Carlo 
simulations (MCS).  There is no flux to the bottom up to 
x=35 nm and the distribution of the flux starts with a peak, 
peaking again in the corner.  Along the sidewall there is a 
flux of ions in z direction in the corner but not towards the 
top and the profile of downward  flux ends with a peak. This 
is due to the maximum of potential at the corner of the trench 
caused by negative charges at the top of the sidewall.  

It appears that, due to poor resolution direct numerical 
solution to the Boltzmann equation differs from MCS in such 
a way that the peaks are averaged out. However in general 
agreement between the two techniques is quite good. If we 
allow ions to be initialized with a small range of angles (5-
10o) final results begin to appear more similar to those 
obtained from the Boltzmann equation. 

 

 
Fig. 2 Trajectories of ions inside a nano-trench defined in Fug. 1 

case 2 for initial energies of 60 eV [13]. 

 
The main difference between cases 1 and 2 is due to the 

large field at the top corner of the trench which causes a more 
pronounced drop in the downward flux and a more 
pronounced sideways flux near the top of the side-wall. 

As mentioned in discussion of the trajectories, most 
points along the walls may be reached by two groups of ions. 
The first is the downward moving ions i.e. those starting 
close to the side-wall to hit the side-wall or close to the same 
x coordinate to hit the bottom ( group a).  The second group, 
(the group b) consists of ions that were reflected of or 
diverted significantly by the high potential of positive surface 
charges at the bottom of the trench and consequently start at a 
quite different x value as compared to the point where they 
reach the walls. The group (b) ions originate from the initial x 
values that at the bottom correspond to the potential greater 
than the initial energy and when they reach the bottom of the 
trench they move mainly sideways or upwards. As a result 
two groups will hit the surface at two different angles and 
with different energies. 

 
Fig. 3 Downwards flux of ions obtained by MCS in case 2 for initial 

energy of ions of 60 eV [13]. 
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III. DEPENDENCE OF CHARGING POTENTIAL AS A 
FUNCTION OF ASPECT RATIO 

 
In this section we will summarize the results [14] 

obtained by Monte Carlo simulation and application of 
Poisson’s equation to obtain the growth of potential during 
the development of nano-trench profile in dielectric SiO2. 
The models is developed to represent the contact hole which 
has to go through the highest aspect ratio in development of 
the profile and yet at the same time the bottom is in electrical 
contact with the transistor. This is done in order to determine 
the physical and electrical mechanisms of the etch-stop 
processes.  The idea is also to optimize removal of charging 
by determining the required timing for pulsed plasmas. 

We model a series of nano-trenches and ridges 100 nm in 
width each and with variable depth corresponding to aspect 
ratios in the range from 1.5 to 10. The trench is inside the 
SiO2, and conductive poly-Si is arranged below the oxide 
layer at the grounded potential. The geometry of the system 
that is being modeled is similar to that in the previous section 
and is shown in Fig. 4. It is assumed that the walls are 
saturated by active radicals so the ion-assisted etching is 
proportional to the flux of ions. The flux, in our case is 
assumed to be equal to that of ions and is equal to 1016 cm-2s-

1, which is a realistic value [14].  

 
Fig. 4 Geometry of the model system. The trench dimensions are 

shown. The points where potential will be recorded are denoted by 
the letters a–e. 

The electrons have isotropic velocity distribution with 
energies of 3 eV, while ions are orthogonal to the  surface 
with an initial energy of 300 eV.  

Ion and electron trajectories are followed from a point 
within the sheath towards the surface.  Neutralization of 
opposite charges are allowed based on fluxes to the surface 
and the remaining charge is allowed to stick to the surface.  
Space and time resolved calculations were performed.  Time 
dependence was obtained from using realistic etch rate of 500 
nm/min [ref] and fluxes of charged particles. Evolution of 
trench and potentials were followed. 

 
Fig. 5 The time development of potentials at five points inside the 

trench at the aspect ratio of 10 for pulsed plasma: (i) plasma on 
phase 0-70 ms, (ii) plasma off phase 70- 140 ms [14]. 

The time required to reach the final, stationary value, 
tcharge , was the critical result for optimization of pulsed 
plasma technique.  It was typically few tens of ms.  The time 
development of potentials at different points (defined in Fig. 
1) is shown in Fig. 5. In this calculation in the plasma period 
both electrons and ions are released.  However, in the 
afterglow period ambipolar field has collapsed and both 
negative ions and positive ions are reaching the surface. Thus 
efficient neutralization of the charge is achieved.  The figure 
indicates how much should the on and off periods of pulsed 
plasma last in order to avoid buildup of high potential at the 
bottom of the trench that leads to etch stop [14]. 

 

 
Fig. 6 Potential at the bottom of the trench and at the top of the 

sidewall as a function of aspect ratio [14]. 

 
Another critical result may be obtained if we observe the 

saturated potentials at the bottom and at the top of the 
sidewall as a function of aspect ratio (Fig. 6).  While the 
potential at the top of the sidewall is independent on aspect 
ratio the potential at the bottom is quite strongly dependent. 
For aspect ratios greater than 6 the potential reaches the value 
of the initial energy of ions and therefore etch stop develops.  
It occurs when the potential at the bottom approaches the 
maximum ion energy.  The ions are either reflected to the 
sidewall, causing notching, or back to the plasma. This is 
consistent with some experimental observations [15].   
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The simulations show that most of the positive charge is 
deposited at the bottom of the trench and negative at the top 
of the sidewalls. The major difference between ions and 
electrons is in the fact that electrons have isotropic velocity 
distribution and are slowed down by the sheath field.  Thus 
they have very little chance to reach the bottom of the trench 
and effectively they are deposited at the top of the sidewalls 
of the trench.  This affects transport of electrons in the trench 
even further.  The potential at the sidewall is thus determined 
by electron energy.  For moderate aspect ratios, the shading 
of electrons produces predominant deposition of electrons on 
the sidewalls, while ions predominantly reach the bottom of 
the trench.  

At very high aspect ratios, the positive field at the 
bottom is sufficiently high to prevent all the ions from 
reaching the bottom wall, while the electrons are diverted by 
the potential at the top of the trench. Thus, the total particle 
flux to a set of trench/ridge system is zero,  

For realistic particle fluxes the etch rate is 500 nm min-1  
a monolayer of SiO2 is stripped at intervals of hundreds of 
ms. Therefore charging potential is developed in time shorter 
than that and therefore will affect plasma etching very much 
and lead to complete etch stop. As mentioned above pulsed 
operation allows removal of accumulated charges and 
continuation of etching [6]. In addition it was shown that 
double layers that occur during the afterglow may facilitate 
transport of negative ions to the bottom of the trench and lead 
to very efficient neutralization of deposited charges.  Ions are 
less affected by the field at the top of the trench and at the 
same time in electronegative plasmas density of negative ions 
is typically large.   

 
IV. MODELING OF TRANSPORT OF IONS THROUGH 

THE PLASMA SHEATH AND ITS INFLUENCE ON 
CHARGING 

 

 
Fig. 7 Schematics of experimental CCP system with 2 frequencies 

and pulsed plasma sustaining voltage . 

Plasma etching of poly Si is usually carried out by using 
ICP with relatively small biasing voltages as high energy of 
ions is not required to achieve etching.  However, for etching 
of SiO2 the polymer layer of SiFn (where n<4) should be 
bombarded by ions with energies in excess of 200- 300 eV 
and up to 1000 eV [6]. For this purpose a CCP is best suited 
(Fig. 7) though it may be possible [6,7] to develop even ICP 
[8] with high-biasing voltage, low-frequency power supply.  
So far we have considered monoenergetic beams of ions but 
it is of course necessary to establish temporal dependence of 
ion energy distributions (IED) at the surface of biased 
electrode for realistic conditions.  Because of its importance 
IEDs have been measured [16-23] or calculated [24-27] in 
different gases and systems on a number of occasions.  The 
other aspect of this calculation, the structure and other 
properties of the sheath have also been investigated [28-33]. 
Time resolved IEDs are difficult to measure [34] but it is 
relatively straightforward to simulate once a complete and 
well tested plasma model is available [35]. 

 

 
Fig. 8 Time-dependent IED of Ar+ incident on a wafer during one 

cycle of the LF bias in the on period of the VHF source. The 
external conditions are 50 mTorr in gas pressure, 1 MHz in bias 

frequency, and 700 V in bias amplitude for the plasma source of 100 
MHz and 300 V [36]. 

 
A. Details of the model  
  

In this paper we discuss some of the results presented by 
Yagisawa and Makabe [Yagisava MakabeIEEE2003] of Ar+ 
CF3

+ and F- ions in CF4(5%)/Ar CCP. Pulsed two frequency 
operation is assumed that corresponds well to practical 
conditions in SiO2 etching. Optimum conditions are achieved 
for 100 MHz very high frequency (VHF) plasma-sustaining 
source and with 1 MHz low frequency (LF) biasing source 
[ref]. VHF source had typically 300 V (200 V – 1000 V) in 
amplitude with an on/off cycles of 10µs/10µs. In Fig. 7 we 
show the system that is subject to modeling. 

It is important to point out that both experimental [24] 
and [23] theoretical evidence have been produced for this 
plasma that show injection of negative ions due to double 
layer formation during the afterglow.  Charging was shown to 
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be significantly reduced or even removed under those 
circumstances. 2D-t plasma characteristics, potential V (r, z, 
t), and positive and negative ion number density np(r, z, t) and 
nn(r, z, t), are self-consistently obtained. The other module is 
the estimation of the temporal characteristics of the two-
dimensional velocity distribution g(vr, vz, t) under the 2D-t 
plasma structure given by the first step. Ions are traced by 
using the Monte Carlo test particle method in the calculated 
sheath region in front of the wafer biased at LF.  

 
Fig. 9 Time-dependent IED of Ar+ (a) and F- (b) incident on a wafer 
during one cycle of the LF bias in the on period of the VHF source. 
The external conditions are the same as those in Fig. 7 [36]. 

 
B. Temporal behavior of ion velocity distribution 
 

Time dependence of IED of Ar+ incident on a wafer 
during the one period of the VHF source (and last LF period) 
is shown in Fig. 8. The external conditions are 50 mTorr in 
pressure, 1 MHz in bias frequency, and 700 V in bias 
amplitude. Only the positive ions reach the wafer during the 
on phase, because of the positive ion sheath accelerating 
positive ions to the wafer. When the transit time of ions 
through the sheath is less than half of the period of bias 
frequency, almost all ions are swept away by the sheath field. 
Therefore the incident energy shows a strong time 
modulation with a delay due to collisions. 

The IED is swept by the electric field in the sheath which 
is generated by the potential between plasma and the biased 
electrode.  The potential oscillates between two values and 
the time averaged IED will thus have two peaks. One expects 
stronger time modulation of IED for lower pressures as 
plasma approaches collisionless conditions. 

While in the on period only positive ions reach the 
surface of the biased electrode, in the off period both negative 
ions and positive ions reach the surface (Fig. 9). Negative 
ions have three time lower energy but a five times larger flux 
allowing neutralization at the bottom.  Special design of 
pulsing and two frequency operation was discussed by 
Makabe and coworkers [35-37]. The plasma in the afterglow 
(off) phase is ion-ion plasma and it is designed to facilitate 
the negative ion injection into the nano-trenches. 

 
C.Time averaged IEDs 
 

The time-averaged IED of positive ion Ar+ over one 
cycle of the LF bias during the on period of VHF plasma 
sustaining supply, is shown in Fig. 10.  Two peaked structure 
is observable at the lowest pressure covered here.  It is still 
present to a smaller degree at the intermediate pressure and 
the high energy peak disappears at 50 mTorr where the 
sheath is collision dominated.  In that case angular 
distribution is much broader.  

 
Fig. 10 Time averaged IED of Ar+ over one cycle of the LF bias 
during the on period of the VHF source as a function of gas 
pressure. External and internal conditions are the same as those in 
Fig. 8 except in regard to pressure [36]. 

The low energy component of the IED may help reduce  
the negative charges at the top of the trench provided that 
angular distribution is broad. [26].  This is in particular 
important if we want the negative ions to cross that barrier 
and reach the bottom of the trench.  Negative ions in the off 
period have a lower energy (as mentioned above) than the 
positive ions. 

The dependence of maximum and minimum ion energies 
on the bias voltage is shown in Fig. 11. (for 50 mTorr). The 
maximum energy increases linearly while the lowest energy 
is independent on the bias voltage. The increase is somewhat 
greater for Ar+ ion than for the CF3

+ ion. 
These partial results are only a confirmation that our 

representation of plasma is almost complete and that it may 

  



ELECTRONICS, VOL. 8, NO.1, MAY 2004. 8 

be employed to predict exact mechanisms of charging and 
model techniques for removing charging and the associated 
damage. 

 
Fig. 11 Maximum and minimum energies of the time averaged IED 
of Ar+  and CF+ 3 as a function of the LF bias amplitude. External 
conditions are the same as those in Fig. 5 except in regard to the bias 
amplitude. 

 
V. DAMAGE CURRENT IN REALISTIC SYSTEMS 
 
We should finally consider a realistic system where a 

high aspect ratio contact hole should be made to connect to 
the FET at the bottom of several layers of SiO2 and metal or 
poly Si.  Such a system may be modeled very accurately for 
the conditions of actual plasma etching.  In Fig. 12 we show a 
system that is modeled. 

 
Fig. 12 Typical setup for etching a contact hole 

to the Gate of a FET [ref]. 
 
If realistic plasma surface model is applied [Makabe ref] 

one may determine the damage current that flows as a result 
of avalanches inside the gate oxide and inside the insulators.  
In Fig.  13 the damage current is shown as a function of time 
for different and as a function of distance between two 
trenches. In the simulation we use 300 eV ions typical for 
etching of SiO2. 

A higher current flows through the bottom resistor and 
these semiconductor breakdowns are the main cause of 
damage of Integrated circuits. Recently realistic plasma 

models were developed as computer design and control tools, 
and it became possible to model the damage to ICs during 
production.  It also became possible to prove and optimize 
reduction of charging related damage by application of some 
of the recently proposed techniques such as pulsed plasmas. 

 
 

 
Fig. 13 Damage current flow through the gate oxide for three 
different distances between trenches. 

 
VI. CONCLUSION 

 
In this paper we present some of the results obtained in 

studies of the dynamics of the charge deposited at the bottom 
of high aspect ratio nano-structures which may lead to 
damage of ICs. Mainly Monte Carlo simulation was applied 
together with plasma models. Some conclusions were 
discussed especially optimization of pulsing and two 
frequency techniques to reduce the charging and the 
corresponding damage.  Details of discussion may be found 
in the specific technical publications.  In general we hoped to 
indicate how charging problems can be dealt with both from 
the microscopic point of view (dynamics of ions), from the 
point of view of integrated plasma models such as Vicaddress 
[ref] and from the point of view of device production.  The 
control of the damage due to charging may be the limiting 
factor in development of faster and more powerful ICs and 
may determine the dynamics of development of 
telecommunication devices that rely heavily on processing 
power. 
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Abstract − In this paper the optimization of test signals for 

integrated analog circuits by means of a genetic algorithm is 
considered. The test signal generation problem is formulated 
as an optimization problem, where through minimization of 
specific objective function a fault detection criterion for the 
tested circuit is maximized. The simulation results show that 
the use of optimized test signals leads to considerable 
increasing of the detected faults number.*

I. INTRODUCTION 

The necessary conditions for optimality of the test signals for 
integrated analog circuits are proven in [1] by means of 
Pontrjagin’s Maximum principle. It is shown there that for a 
general analog circuit only binary signals, one for each circuit 
input, can maximize a given fault detection criterion of 
arbitrary structure. Therefore the input signals used for our 
experiments consist of rectangular pulses (see Fig.1a). Here α 
is the amplitude of the input signal. Although such test signals 
satisfy the necessary conditions for optimality, they don’t 
possess a concrete optimal form, which could guarantee the 
detection of maximum number faults during the tests. The 
qualitative form of the test signals is already known – 
rectangular pulses, but the width of these pulses in the 
optimal signal may be different. This means that the 
positions, where the test signal jumps from –α to +α and vice 
versa, have to be fixed through an optimization procedure. A 
program, performing circuit’s simulation is used for 
optimization of the test signals. Circuits with one or two input 
signals have been tested. For each circuit a test fault set Ff 
was created,              Ff = {f1, …, fn}, where f1, …, fn are hard 
to detect parametric faults, for which the output signal curve 
for circuit having such faults deviates very little from that one 
of the good circuit without faults. 

For our consideration the test interval ∆t is divided in k 
subintervals ∆tj, j = 1,...,k; and ∆tj is the minimal existence 
time of one pulse. ∆t = tf – t0, where tf and t0 are 
correspondingly the final and the initial point of the test time 
interval ∆t. During the optimization, the pulse form of the 
input signal x(∆t) is expressed by means of binary variables 
(see Fig. 1b), so that one k-dimensional binary vector xb(∆t) 
corresponds to each concrete signal x(∆t). If x(∆tj)=α, the 
corresponding component xb(∆tj)=1, and if  x(∆tj)=–α, then  
xb(∆tj)=0. In case a pulse is m subintervals wide, the 
corresponding part of the binary vector consists of m 
consecutive zeros (or m consecutive units respectively). 
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Figure 1a:  The test signal x(∆t). 
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      Figure 1b:  The binary vector xb(∆t). 
 

 The functional J (1), proposed in [1] is used as a fault 
detection criterion and the optimization problem is presented 
in the following form: 

Min J(x(∆t)) = 
1

( , )fi fi g fi

n

i

w V V
=

Φ∑                        (1) 

                        (2) 
0

| ( ) ( ) |
f

fi g fi

t

t

V t V t dtΦ = −∫
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where Vg and Vfi are the output signals correspondingly for a 
good device without faults and for a device having a fault 
from the set Ff. The weighting factors wfi are negative 
numbers, used to distinguish faults in J (1) and are 
determined from an initial fault simulation. Generally the 
functional J (1) is nonlinear. Its minimal value corresponds to 
input signal, for which the difference between Vg(t) and Vfi(t) 
curves is maximal. The signals x(∆t) correspond to the vectors 
xb(∆t): 
  xb(∆t) ∈ Bk,                (4) 
where Bk is the set of k-dimensional binary vectors. 

The test interval ∆t is restricted final time interval. Hence 
the number of subintervals k is finite integer number. The test 
signal x(∆t) may be converted into a k-dimensional binary 
vector xb(∆t) by means of simple assigning 0 or 1 to the i-th 
xb-component according the value of x(∆t) for the i-th 
subinterval. This is a polynomial (more precisely - linear on 
k) procedure, as well as the back converting xb(∆t) to x(∆t). 

Statement: The problem (1)-(3) belongs to the class of  NP-
hard problems.  

Proof: The nonlinear binary programming problem is NP-
hard programming problem (see [4], [8]). It may be converted 
to the problem (1)-(3) by means of linear in k procedure for 
converting xb(∆t) to x(∆t), where k is finite integer number, 
and choice of (1) as a nonlinear objective function. Hence the 
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problem (1)-(3) belongs also to the class of NP-hard 
problems.  

There does not exist an exact algorithm, which can solve 
such kind of problems in time depending polynomially on the 
problem input data length or on the problem size. The way for 
overcoming this disadvantage is the creation of efficient 
approximate algorithms. A class such algorithms are the 
genetic algorithms (GAs). Their main characteristic is the 
very good balance between efficiency and efficacy for a 
broad spectrum of problems (including nonsmooth, 
multimodal and nonconvex problems). GAs were proposed by 
Holland [6] as a model that applies the evolution mechanism 
of systems in the nature and simulates the evolution of 
organisms. In the eighties the theory of GAs was refined [3]. 
In contrast to the existing exact algorithms GAs do not need 
highly domain-specific knowledge (only the objective 
(fitness) function needs to be evaluated during the search 
process). As a heuristic technique GAs cannot  guarantee the 
obtaining of an optimal solution. This disadvantage could be 
compensated to a great degree by means of some 
modifications in the trivial scheme of GAs. One good idea is 
for example the adjunction of some form of local search to 
the genetic approach as considered by Pirlot [9]. Another 
possible modification, giving to genetic algorithms the form 
resembling scatter search, is proposed by Glover [2]. On this 
ground we propose here a modified genetic algorithm for 
solving the problem (1)-(3). 

II. GENETIC ALGORITHM GAITET 

The proposed algorithm is called GAITET and can solve the 
optimization problem (1)-(3) for integrated analog circuits 
having one or two input signals. It is written in JAVA 
language and uses a population of 100 individuals, where 
each individual is represented by one or two input signals 
x(∆t), according the necessary input for the concrete analog 
circuit. The input signals are expressed (see (4)) as binary 
vectors xb(∆t), having 100 binary variables, i.e. k = 100. The 
algorithm GAITET runs under UNIX and starts by means of 
Runtime.getRuntime().exec() method the program TORAD 
(Test Generator for Analog Devices), written in C++ 
language, which is used to generate the output signals Vg and 
Vfi, and to evaluate the objective functional J (1). The last 
program writes the value of J in an output file. The main 
program, realizing the GAITET algorithm reads this output 
file every time, takes the value of J and continues its 
performance. The genetic algorithm includes two selection 
strategies and three kinds of crossover, giving in this way 
possibility the user to apply different strategies. Additionally, 
a phase of local search in the neighborhood of the best 
individual may be performed at every k’ generations 
(iterations). This may lead to an improvement of the best-
found solution. 
 

2.1 Selection strategies 

The sequential genetic algorithm GAITET uses the “Elite 
selection” strategy. E% of the best individuals is selected 
among the P individuals of the current population (in 
GAITET E=10%). These individuals mate each with all 
others. After the crossover the obtained offspring individuals 
replace the worst individuals (with high fitness value) in the 
old population. This selection may be confronted with 

optimization problems, where plateau(s) of individuals with 
equal fitness values are available in the feasible domain and 
the crossover is unable to generate individuals outside the 
plateau. The second selection strategy in GAITET is based on 
the trivial “Roulette wheel selection”, but the individuals 
selected for reproduction are ordered in a decreasing order of 
their fitness values and are mated not randomly, but in the 
following manner: the first with the last (in the order), the 
second with next to the last and so on. This kind of mating is 
used with the aim parent’s pairs to be composed of strong 
differing from one another individuals. 

2.2 Crossover 

Let x, y  ∈ Bk be vectors constituting a parents pair and Ω = { 
{x,y}, x, y  ∈ Bk} is the set of such pairs:     x =  [x1,…xk]T,    y 
= [y1,…,yk]T. GAITET can perform the usual two-point and 
three-point crossover, but its advantage is the use of a 
“diversification” crossover. The parent’s pair generates five 
children in this crossover (which could be often meet in the 
nature), making an attempt to diversify the available genetic 
material. The best two children (according their fitness 
values) among them take part at the creation of the new 
population, replacing individuals with lower fitness value in 
the old population. The five children of pair x, y  ∈ Bk are 
generated as follows: 

x'i   = {0 when xi = yi = 0;  1 in all other cases;}; 
x''   = x*y; x'''  = |x–y|; 
x''''i = {0 when  xi = yi =1; 1 in all other cases;}; 
x'''''i= {0 when xi=0; yi=1; 1 in all other cases;}; 

2.3  Local search 

Let i and i+1 be the consecutive indices of two different 
components in the k-dimensional 0-1 vector x, i.e. xi ≠ xi+1, 
and let L be defined as a set of all such component pairs. Then 
let s' be a k-dimensional 0-1 vector, such that x+s' = x', where 
x'i = x'i+1 = 0; and let s'' be a 0-1 vector, such that x+s'' = x'', 
where x''i = x''i+1 = 1. The set S is defined as a set of all vector 
pairs (s', s''), corresponding to the component pairs in L:  
S={(s'j, s''j)⎢ j∈ L}. The neighborhood N(x) of each solution x 
is defined by N(x) = {(x'j, x''j)⎢ x'j = x'j +s'j; x''j = x''j +s''j; 
(s'j, s''j)∈ S; j∈ L}. The solutions in the neighborhood N(x*) 
are enumerated for each x* solution having greatest fitness 
value at every k’ generations. The combination of local search 
technique with the genetic algorithm ensures higher solutions 
quality without great additional computational efforts. 
 

2.4  Termination criteria 

Two termination criteria are used: a) limit of generations; and 
b) limit of consecutive generations without improving the 
best-obtained solution; 
 

2.5  “Pseudo-code” form of algorithm GAITET 

Algorithm GAITET (with “Roulette wheel” selection) 
Generate an initial population P0 of 100 individuals; Set i := 
0; (iteration counter); 
Evaluate the individuals in Pi; 
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While no stopping criteria is met do 
          Set i := i+1; 
          For  j=1,50; do 

Select  two individuals I1 and I2 in Pi–1; 
     

Apply the crossover operator to I1 and I2 
for creating offspring O1 and O2; 

  Decide whether or not O1 and O2 should 
enter Pi for replacing older solutions; 

EndFor 
Create the population Pi from Pi–1, replacing  
the  worst  individuals  in  Pi–1  with the best  
generated children individuals; 
If i is multiple of a given integer k’, perform a local 
search in the neighborhood N(x*) of the best individual 
x*; 

EndWhile 
 
 
The mutation is not used in GAITET, because it can change  

a   solution,  but   contrarily   to  improvement procedures, the  
change  has unexpected  results on the value of the objective 
function, in sense that it does necessarily improve it (see [5]) 
and is inefficient. Seeking global convergence the user has 
possibility to use “diversification” crossover, which can 
extrapolate beyond the region spanned by the individuals in 
the population. 

III. TEST RESULTS 

Useful circuits for test experiments can be found in [7]. In 
this study five relative small and simple analog circuits are 
used. They are generated at the Institute of Electromagnetic 
Theory and Microwave Technique (IETMT), Hannover, 
Germany. The circuit Opamp (see Table 1, Table 2) has two 
input signals and the other four circuits have one input 
signal. One of them – the “Biquad”-filter circuit is presented 
on Fig. 2 for illustration. 
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        Figure 2:  “Biquad”-filter circuit 

 
A Pentium III, 450 MHz, computer is used for the 

experiments. The obtained results depend strongly on the 
initial choice of faults, included in the set Ff. The maximal 
number of faults used in the test experiments was 96. When 
the “Elite selection” strategy is used the computational time 
decreases about five times in comparison with the “Roulette 
wheel selection” strategy, but the quality of the obtained 
solutions also decreases.  

Two different search approaches are used for the 
experiments with GAITET algorithm. The first one uses a 
local search phase around the best-found solution xb(∆t) at 
the end of each generation (iteration). In the second one the 
local search phase is omitted. The obtained differences 
between J(xb(∆t))-values obtained by means of local search 
phase and without the local search phase are less than 3% 
for each of the used circuits, with exception of “Ctvs” 
circuit, for which the obtained difference is equal to 
26.63%. In the most of the cases, the better signals obtained 
after local search phase do not lead to great increasing of the 
detected faults number. Hence the local search technique 
does not exert essential influence on the improvement of the 
test signals. When local search is used, the total 
computational time tls increases in comparison  to t (the total 
time, when no local search is used) about 40% (see Table 1). 
Nevertheless the local search could be very useful in the 
cases when for some reason only a small number of genetic 
iterations have been performed. 

In Table 1 and Table 2 are presented the test results after 
3 generations (iterations) of GAITET program using 
“Roulette wheel selection” strategy, two-point crossover and 
local search phase. The experiments with GAITET on 
simple problems, when the program TORAD is not used, 
show that the computational time for performance of 10 
iterations may be less than two seconds on a Pentium III 
computer. For this reason the use of JAVA language does 
not delay considerably the performance of the program. The 
evaluation of J(x(∆t))  functional (1) is the most time-
consuming operation, taking almost 100% of the total 
computational time. This evaluation is performed by 
TORAD subroutine, written in C++ language.  

 
 

TABLE 1. 
COMPUTATIONAL TIMES OF GAITET 

Circuit’s 
name 

   t [sec] 
 

    tls [sec]        T / tls  
       [%] 

Opamp 3034.002    6043.872       50.200 
Biquad 1121.794    1809.647       62.010 
Ctvs 2344.092    3410.148       68.739 
Bessel3rd 1145.934    1306.887       87.684 
Leapfrog 5937.051    7222.918       82.197 

 
Let by xbst be denoted the best-found signal corresponding 

to the lowest J-value, and by xs – the standard symmetric 
signal (The mean deviation of the standard symmetric signal 
from the worst signal having the highest J-value is 
7.143%.). The percent of detected faults from the set Ff for 
the best and for the standard symmetric signal, denoted by 
DF(xbst) and DF(xs) correspondingly, is presented in Table 
2. The obtained improvement after the optimization of the 
test signals is denoted by ∆DF = DF(xbst)–DF(xs).  
 

TABLE 2. 
J-VALUES AND FAULTS DETECTION OF GAITET 

Circuit’s 
name 

   J(xb)    J(xs) DF(xbst) 
 [%] 

DF(xs) 
 [%] 

∆DF 
 [%]

Opamp -0.29602 -0.08801    90    79   11 
Biquad -0.04717 -0.00423    97    92    5 
Ctvs -2.29610 -0.27979    91    83    8 
Bessel3rd -13.5853 -4.18144    96    87    9 
Leapfrog -3.68204 -1.09183    97    90    7 
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IV. CONCLUSIONS 

The  test  experiments  with  the  genetic optimization 
algorithm GAITET were realized on realistic circuits. The 
obtained results show that the test signal optimization leads 
to improvement of fault detection capability. Although the 
signal quality has been improved in all experimental cases, 
the mean computational time for the five used circuits is 
about 1 hour for 3 GAITET iterations. Taking into account 
that the used circuits are simple and have relative small 
number of elements, the experiments with more complex 
circuits and with larger faults set Ff could require more 
powerful computers.  Another way for overcoming the slow 
performance is the flexible use of GAITET algorithm (for 
example applying the “Elite selection” strategy, if the 
obtained improvement of the test signals is sufficient).  
 

The third way for speeding up the GAITET performance 
is to realize this algorithm in a parallel version. A step in 
this direction is already made through the creation of a 
coarse grained parallel genetic algorithm PGAITET, 
designed to run in a computer network. The advantages of 
JAVA language for creation of parallel algorithms, which 
can run under different operating systems,  are very 
important. The parallel version of GAITET is already 
realized in JAVA by means of JAVA sockets. 

The obtained results are very important for the execution of 
contract No. I-1203/2002 with the National Science Fond, 
Ministry of Education and Science, Sofia, Bulgaria. 
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Abstract We here present the results of our most recent activity 
in the implementation of robust and easy-to-perform techniques 
for the extraction of reliable equivalent circuits for microwave 
transistors. Our effort also led to the development of a compact 
software tool written in Agilent VEE language for totally auto-
mated measurement and direct model extraction. Its effective-
ness has been tested at several bias and temperature points and 
the modeling results have been compared with those obtained by 
application of other procedures. This procedure can be adopted 
for both Schottky-gate devices (MESFET’s, HEMT’s) and insu-
lated gate devices (RF MOSFET’s, CMOS) since no direct po-
larization of the gate is requested. 

Keywords – HEMT, MESFET, TEMPERATURE, DIRECT 
EXTRACTION MODELING . 

I. IINTRODUCTION 

Modeling and simulation of solid-state active devices are 
basic aspects of modern advanced electronics and a key point 
is a rapid and accurate determination of electrical models for 
CAD of microwave circuits. The target of interest to micro-
wave engineers is the implementation of robust and easy-to-
perform techniques for the extraction of reliable equivalent 
circuits of the devices under test, valid over over a wide 
range of operating conditions. We here present the results of 
our most recent activity in this field leading to the develop-
ment of a compact software tool written in HP VEE language 
for microwave device measurement and direct model extrac-
tion. Its effectiveness has been tested at several bias and tem-
perature points and the modeling results have been compared 
with those obtained by application of other procedures. The 
structure of the model network is shown in Fig.1. For the di-
rect extraction of the circuit elements, we first derive the ex-
trinsic ones by measuring the scattering parameters in “off” 
(VGS=0, VDS=0) and “pinched” (VGS<VPO, VDS=0) bias condi-
tions [1]. Then, the scattering parameters are measured at 
each desired bias point and the relevant data are employed to 
calculate the intrinsic elements [2]. This procedure can be 
adopted for both Schottky-gate devices (MESFET’s, 
HEMT’s) and insulated gate devices (RF MOSFET’s, 
CMOS) since no direct polarization of the gate is requested 
such as proposed in [3]. The consistency of the procedure has 
been tested upon a set of on wafer pseudomorphic HEMT’s 
having fixed gate length (0.25 µm) and scaled gate widths 
(300, 600, 900 µm) characterized in the following conditions: 
0≤ VDS≤6 V,  -1≤ VGS≤0 V, 290≤ TDEV≤340 K. The on wafer 
thermal measurement system has been totally designed and 
realized in our lab. It allows a 130 K temperature span (220 
to 350 K) with an accuracy of ±0.2 K obtained by means of a 
Peltier cell controlled with a PID loop [4]. The value trends 
of each circuit elements graphed vs. bias, temperature and 
gate width exhibit a highly consistent behaviour enhancing 

the robustness of the procedure. As a cross-check, the circuit 
models have been implemented in a commercial microwave 
package (Microwave Office 2001, by Applied Wave Re-
search) and the scattering parameters generated by the mod-
els have been compared with the measured data. 

II. EXTRACTION PROCEDURE 

Several direct extraction procedures have been developed 
to determine the small signal equivalent circuital model of 
FET’s by means of scattering ([S]) parameter measurements. 
These techniques allow to extract the extrinsic circuit ele-
ments from [S] parameter measurements at fixed bias condi-
tions and the intrinsic circuit elements from [S] measure-
ments at the operating bias point. By the procedure described 
in [1], it is  possible to extract the circuit model shown in 
Fig. 1 with no direct polarization of the gate Schottky junc-
tion, thus preserving device performances from an excessive 
drain current. The developed software allows to control every 
single variable concerning the characterization and modeling 
processes. It is fast and easy to use without complex opera-
tions required from the user.  The parasitic elements are ex-
tracted from [S] parameter measurements at OFF (i.e., with 
the three electrodes at the same potential) and STRONG 
PINCH-OFF (i.e., at VDS = 0 and VGS < VPO) bias conditions. 
At both bias points (pinched and off), VDS is equal to zero in 
order to achieve a symmetric circuital configuration and to 
simplify the associated equivalent circuit model. The OFF [S] 
parameter set is converted into a set of [Z] parameters to 
compute the parasitic inductances and resistances. 
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Fig. 1 FET equivalent circuit model . 

We can write the [Z] parameters of the OFF device as re-
ported in the following equations: 
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 schs LjRRZZ ω++== 5.02112  (2) 

 

( dschsd LLjRRRZ ++++= )ω22  (3) 

The parasitic inductances Ls and Ld can be extracted 
from imaginary part of (2) and (3). Once Ls is computed, we 
can extract Lg by considering the imaginary part of (1) at two 
different frequency values and assuming Lg and Cg constant. 
The parasitic resistances can be computed by means of the 
real part of eqs.(1), (2), (3) and the real part of Z11 at the 
pinch-off condition: 

 [ ] gs RRZ +=11Re  (4) 

For the extraction of parasitic capacitances, we need 
again the [S] parameters at pinch-off conditions and convert 
them in [Z] parameters. As a first step, we subtract  the resis-
tances and inductances previously computed: 
 ( )gsgs LLjRRZ +−−− ω11  (5) 

 ssss LjRZLjRZ ωω −−=−− 2112  (6) 

 ( dssd LLjRRZ + )−−− ω22  (7) 

and then transform the results into [Y] parameters: 

 ( )pgb CCjY += 211 ω  (8) 

 bCjYY ω== 2112  (9) 

 ( )dspdb CCCjY ++= ω22  (10) 

By means of eqs. (8) and (9), we extract the values of Cb 
(Cb=Cgs=Cgd) and Cpg. From eq. (10), we can compute Cpd by 
assuming Cpd = Cds / 4  [1]: 

 ⎟⎟
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Finally, we determine the intrinsic elements from HOT 
[S] parameters by applying a deembedding procedure of the 
extracted parasitic elements. By transforming [S] in [Z] pa-
rameters, we subtract the gate and drain parasitic series in-
ductances:  
 gLjZ ω−11  (12) 

 

dLjZ ω−22  (13) 

With a conversion to [Y] parameters, we eliminate the 
effects of the two parasitic parallel capacitances:  

 pgCjY ω−11  (14) 

 
pdCjY ω−22  (15) 

A successive transformation into [Z] parameters allows 
us to subtract the three resistances and the source inductance, 
all of them as series elements: 

 sgs LjRRZ ω−−−11  (16) 

 ssss LjRZLjRZ ωω −−=−− 2112  (17) 

 ssd LjRRZ ω−−−22  (18) 

Finally, with the last [Y] conversion and using eqs.(19)-
(25) we determine the intrinsic elements [4]: 
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III. RESULTS 

By means of the procedure here described, several 
pHEMT’s from TRIQUINT foundry (USA) have been mod-
elled. These devices have 250 µm pitch, 0.25 µm gate length 
and  300 − 600 − 900 µm of gate widths. The on wafer [S] 
parameter measurements were performed in the 350 MHz - 6 
GHz frequency range with a step of 297.5 MHz. In Figs. 2-4, 
the eight parasitic elements of a 900 µm device vs. frequency 
are reported. It can be seen that the element values reach a 
constant level as the frequency increases. 

 

Fig.2  Frequency dependence of the parasitic inductances 
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