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PREFACE 
 

Symposium INFOTEH®-JAHORINA is continuation of the International symposium 

JAHORINA that was held last time on April 1991. 

The main organizer of the Symposium is the Faculty of Electrical Engineering Srpsko Sarajevo 

and the co-organizer is the Faculty of Electrical Engineering Banja Luka. The Symposium is supported by 

The Faculty of electrical engineering, Beograd, the Faculty of electronics, Niš, the Faculty of technical 

sciences, Kosovska Mitrovica, the Faculty of electrical engineering, Podgorica, the Faculty of technical 

sciences, Novi Sad. 

The goal of the Symposium is  the multidisciplinary survey of the actual state in the information 

technologies and their application in the industry plants control systems, the communication systems, the 

manufacturing technologies, power system, as well as in the other branches of interest for the successful 

development of our living environment. 

During the first Symposium INFOTEH®-JAHORINA 2001, that was held on 12-14 March 2001 

in the hotel Bistrica at Jahorina, 53 works have  been presented, six companies presented their 

development and manufacturing programs in telecommunications, power electronics, power systems and 

process control systems. More than hundred participants took part in the Symposium working. Round 

table about potentials and possibilities of economic cooperation between Republic of Srpska and FR 

Yugoslavia has been held during the Symposium, regarding successful appearance at domestic and 

foreign market. 

During the second Symposium INFOTEH®-JAHORINA 2002, that was held on 25-27 March 

2002, 76 works have been presented, and five companies presented their development and manufacturing 

programs. More than hundred and thirty participants took part in Symposium working. Round table 

entitled "Reforms in high education – step forward to the European University" has been held during the 

Symposium. 

The third Symposium INFOTEH®-JAHORINA 2003 was held on 24-26 March 2003 in the hotel 

Bistrica at Jahorina. The main topics of the Symposium were: Computer science application in control 

systems, Information-communication systems and technologies, Information systems in manufacturing 

technologies, Information technologies in power systems, Information technologies in other branches of 

interest. More than hundred and fifty participants took part in the Symposium working, coming from 

Serbia, Montenegro, United Kingdom and Republic of Srpska. At the Symposium 73 papers have been 

presented and nine student papers. Four companies presented their development and manufacturing 

programs. Round table entitled "New Technologies and Industrial Production Capabilities for small 

Countries in the Transition Process" has been held during the Symposium. Prof. Dr Milojko Lazić, 

IRITEL Telecommunications and Electronics Co. Beograd gave the introductory talk and invited paper. 

All papers are presented in symposium proceedings, CD version. 

This issue of international journal “Electronics” includes ten the most interesting papers selected 

from the third Symposium INFOTEH®-JAHORINA 2003. 

I would like to invite all readers of the “Electronics” journal to take active participation at the next 

Symposium INFOTEH®-JAHORINA. Updated information can be obtained from the Symposium web 

page: http://www.infoteh.rs.ba. 

 

 Prof. Dr Slobodan Milojković 

 Chair, INFOTEH®-JAHORINA 2003 Programmee Committee 

INFOTEH®-JAHORINA 2003 Organization Committee 
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OPTICAL FLIP-FLOP OSCILLATOR WITH COMPLEX COUPLING CONSTANT 

 

Zoran Ljuboje, Faculty of Electrical Engineering Srpsko Sarajevo 

Milan Petrović, Institute of physics Zemun 

 

 

Abstract: Model of optical flip-flop oscillator, realized by  

two coupled photorefractive oscillators, has been analysed. 

The coupling strength in this geometry is a complex number, 

because of  the presenseof  external electric field. 

Keywords: Photorefractive oscillators, four-wave mixing, 

flip-flop, complex coupling strength. 

1. INTRODUCTION 

The photorefractive effect is an interesting pheno-

menon, caused by the interaction of laser light with  some 

ferroelectric crystals, and this part of physics is called 

photorefractive optics. Basic equations which describe the 

processes in photorefractive crystals are given by Kukhtarev, 

Markov and Odulov, 26 years ago [1]. Photorefractive effect 

includes the light-induced periodic changes of refractive 

indices in electro-optic crystals when diffraction grating is 

formed. One of the basic processes in the crystal is the four-

wave mixing (FWM) of laser beams, shown in Fig.1. 

 
Fig.1: FWM in photorefractive crystals. 

 

2. DESCRIPTION OF THE PROCESS 

In this process crystal is illuminated with three laser 

beams: two parallelly polarized and oppositely directed 

pumps with amplitudes 1A  and 2A , and incident signal 4A . 

Nonlinear interaction of these fields leads in this manner to  

the building of diffraction gratings in the interaction region of 

the crystal. As a result, the fourth wave with amplitude 3A  is 

established, which represents the phase conjugate replica of 

beam 4A . In other words, beam 3A  is the ref-lected incident 

beam 4A , but returned the same way as the incident beam, in 

distinction to the usual mirror, where the well known laws of 

geometrical optics apply to the reflected beam. This 

phenomenon is interesting because of its great potential 

applications.  

The process of FWM is described by the equations 

[1]: 

        4

'

1 QAIA γ−=  ,      1

**'

4 AQIA γ=            (1a)                                                                                                       

        3

**'

2 AQIA γ−=  ,   2

'

3 QAIA γ=              (1b) 

where 1A , 2A , 3A , 4A are the wave amplitudes,  I is the 

total intensity ( 4321 IIIII +++= ), the quantity Q is the 

grating amplitude, and γ  is the wave coupling constant. The 

prime denotes the derivative in the propagation direction z, 

and the asterisk stands for complex conjugation. The equation 

for the temporal development of Q is of the form: 

 

))(/( 3

*

2

*

41 AAAAIQ
dt

dQ
+=+ γετ     (2) 

 

where τ  is the relaxation time of the grating, and ε  is the 

parameter which depends on various electric fields: 

)/1/()/1( EEEE Mq ++=ε . The coupling constant γ  

is given by: )/1/()/1( EEEE MDq ++Γ=γ , where Γ  is 

the driving parameter and MDq EEE ,,  are characteristic 

fields which describe the crystal according to the Kukhtarev's 

theory [1]. E is the total electric field in the crystal 

0iEEE D += , where 0E  is the external electric field 

applied to the crystal. If the external electric field is present, it 

changes the coupling parameter into complex number.  

 

 

 

Fig.2: Reflected beam of intensity 3I  as a 

function of the input beam intensity 4I ,  

for  the complex coupling parameter γ . 

 

Practically realized devices which work on the FWM 

process are different photorefractive oscillators [2]. The 

system of equations for the operation of oscillators (1) and (2) 

must be investigated numerically, because they can not be 

solved analytically, and should be viewed with caution 

because of the instabilities in the solutions [3]. The case when 

the coupling parameter γ  becomes a complex number affects 

the unstable behavior of the system. One example of such 

solution is given in Fig.2.   
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3. DESCRIPTION OF THE DEVICE 

For the practical realization of photorefractive oscilla-

tors it is necessary to achieve stable functioning of the device. 

We analyze working modes of optical flip-flop oscillator in 

the case of complex coupling parameter. 

Optical flip-flop oscillator based on FWM is realized 

with two interconnected ring resonators, Fig.3. One of the 

rings is denoted by G (for gain) and the other is denoted by L 

(for loss). The behavior of such a system is analogous to the 

behavior of electronic flip-flop, and it also represents an 

elementary memory and processing unit [4]. 

 

 
 

Fig.3: Photorefractive FWM flip-flop oscillator. Two 

photorefractive rings are competitively coupled, so that 

oscillation in one ring prevents the other from oscillating.    

 

Two pumps 
G

I10  and 
L

dI2  needed to pump the crystals in a 

FWM scheme, are supplied externally. The rings are inter-

connected in such a way that a part of the intracavity energy  

in one ring is used to drive wave mixing in the other: 

 

           
G

d

L
II 410 α=   ,    

LG

d II 302 α=   ,               (3)         

 

where α  is the fraction of energy being diverted to the other 

ring. The intensities of the oscillating fields in the steady state 

are determined from: 
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The system is so configured that oscillation in one resonator 

supports the pump that suppresses oscillation in the other, 

which is the main characteristic of flip-flop functioning. In 

the previous expressions R is the total reflectivity for each of 

the two identical resonators, Gγ  and Lγ  are the coupling 

strengths of the two crystals, and d  is the width of the inter-

action regions in crystals.   

 We have analyzed the behavior of oscillator in the 

absence of external electric field 0E . In this case all para-

meters (including the coupling constants) are real numbers, 

and the system shows stable behavior. A typical example, for 

the intensity of mode 
L

I30 , is shown in Fig.4. Injecting the 

pulse of lower intensity requires longer times for the 

establishment of oscillation (and longer turn-off times for the 

other ring). For a given duration of the pulse, below a certain 

intensity value, it is not possible to obtain oscillation. This 

means that a trigger threshold exists. 

 

 
Fig.4: Establishment of oscillation: intensity of 

oscillating mode 
L

I30  for real coupling consta-

nts Lγ d=3. Other parameters: 
L

dI2 =1, α =0.5. 

 

When the external electric field is present, parameters 

are mathematically expressed as complex numbers. A typical 

result of our numerical analysis for mode 
L

I30  is given in Fig. 

5. Graph shape indicates a damped oscillatory behavior of the 

mode. This behavior could be explained mathematically by 

the fact that the expression in the exponent of formula (5) is a 

complex number, which forces periodic characteristics to the 

considered function.  

 

 

Fig.5: Intracavity field 
L

I30  as a function of time 

for different values of the time step. Parameter 

dLγ =7.07 and the  pump intensity 
L

dI2 =2.22. 
 

One can see the difference in the shape of mode 
L

I30  for this 

case and for the case when there is no external field  (Fig.4.) . 
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Fig.6: Start of oscillations for the mode 
G

dI4 , for 

different values of the time step. The intensities 

of the corresponding parameters are as in Fig.5. 
 

 

 
 

Fig.7: Start of oscillations for the mode 
G

dI4 . The 

coupling constant strength is equal to dGγ =21.21. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the graph in Fig.5. one can observe an interesting 

case of numerical instabilities when choosing the time step for 

the calculation. The graphs represented with the dashed and 

dotted lines are not correct, because the time steps have too 

high values. The graph represented with the solid line is 

correct, because further decreasing of the time step gives an 

identical solution. This discussion applies also to the mode 
G

dI4  (Fig.6.). 

In the end, it is necessary to discuss the oscillating 

modes when the coupling constant has high values (Fig.7.). It 

was found that the intensities of oscillating modes are then 

unstable, which means that in this case the flip-flop can not 

operate. 

4. CONCLUSION 

Finally, from the all above mentioned we can conclude 

in general that for the complex values of the coupling 

constant strength, the flip-flop oscillator can operate. In this 

case, the oscillating modes show some irregularity in their 

shape, what is opposite to the case of the modes with the real 

value of the coupling constant. If the values of the coupling 

constant strength are too high, the intensities of oscillating 

modes can not achieve stable states, which means that in this 

case the flip-flop oscillator can not operate in the stable 

regime. 
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STRUCTURAL MODELING OF HYDRAULIC SYSTEMS
*
 

 
Dragan H. Pršić, Novak N. Nedić, Faculty of Mechanical Engineering Kraljevo, University of Kragujevac,  
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Abstract:: This paper considers the process of structural 

modeling, in general, and the process of structural modeling 

based on multiport mechanism, in particular, as base for 

computer added modeling. This process is illustrated on 

typical hydraulic control system (cylinder controlled by 

valve) with systematical approach. 

 

Keywords: structural modeling of physical systems, 

multiport mechanism, hydraulic control systems. 

1. INTRODUCTION 

The modeling process of a physical systems, in general, 

could be divide into three abstraction phases [1]: 

− physical components phase 

− physical concept phase 

− mathematical phase 

 

Each of these phases gives some view on a physical 

system having successful modeling process. Hierarchical 

structure of this process intensify level details from the level 

of physical components to the mathematical level. Modeling 

process begins with recognition of technical components and 

their interactions  into the system to be modeled. This process 

is basically unique and it is base for the next step. The second 

step is not unique and it depends from modeling aim and 

physical concept. This modeling level gives qualitative 

description of a physical system. The last step is quantitative 

mathematical description of a physical system and that 

description can be represented by different mathematical 

forms.  

Structural approach points at possibilite to the levels 

formalization in order to have base for the computer support. 

Illustration of these modeling levels, using concept of 

multiport mechanisms, on hydraulic control systems will be 

subject of this work. 

2. ABSTRACTION ON PHYSICAL COMPONENTS 

PHASE 

Introduction with a system (either it is designed or to be 

designed) begins with establishment of the system's 

components and their interactions. For graphical system 

representation could be used non-formal notation or more 

often domain depended symbols, as in case of hydraulic 

control system shown in Fig.1. 

Given hydraulic scheme represents the first abstraction 

modeling level (level of physical components). The system 

composes: hydraulic pump, valve, hydraulic two-way 

cylinder, reservoir and transmission lines. 

This modeling level includes interface between each 

system's component and the outside world. This is very 

important because it helps designer to change any component 

without the structure destroying. The interfaces on this level 

are realized by connections (black square in Fig.1). For 

example, the interface of the hydraulic cylinder composes 

three connections (Table T1.). 

  

 

Fig.1: Hydraulic system 

 

Table 1. Hydraulic cylinder interface 

Connection 

Number Domain Type 

1. Hydraulic (P1, Q1) Energy 

2. Mechanical (F, v) Energy 

3. Hydraulic (P2, Q2) Energy 

 

Since, looking from outside, hydraulic cylinder we see 

through interface by three connections it allows substitution 

of this cylinder by one without interface change. 

Each connection represents some kind of component 

interaction (energy/information) with outside world (model 

infrastructure). This allows that system can be considered as 

components net with each other interactions.  

3. ABSTRACTION ON PHYSICAL CONCEPTS 

PHASE 

Since decomposition of the system into components is 

ended, the second modeling level begins. Here, to the each 

component is associated corresponding physical concept 

which describes it's behavior.  The  process is not unique and 

it depends from what is the model aim, that is, it depends 

from what which physical mechanism going to be associated 

to component (friction, leakage, stiffness, etc.). Because, this 

modeling step is the most critical in the all modeling process. 

The process is very creative and not easy for automation.  

For concept qualitative description on this level we use 
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methodology of the reference approach (RP) [2]. This 

methodology integrates lumped parameters ontology and 

energy based ontology by multiport mechanism (Fig.2). 

 

Fig. 2: Multiport mechanism 

 

Energy concept is one of the most important concept in 

physics. The system mechanical behavior is result of energy 

exchange between subsystems. This concept is domain 

invariant and it is good base for system multidomain 

modeling.  

Concept multiport mechanism represents energetic 

process abstraction and it's interaction with environment. The 

interaction is represented by conceptual interface which is 

realized by power port. The ports are places throw energy 

input and/or output from system and throw them the 

connection with other mechanism is realized. To each port is 

associated with two complementary  and observable physical 

quantities α  and τ , the product of which is power:  

ατ=P . 

These two quantities ( α  and τ ) are in generic terms 

referred to as across (two-point) and through (one-point) 

quantities respectively. 

This across-through distinction of power quantities is 

based on how the quantities are observed or measured in real 

world systems. The across type quantities are expressed as 

differences, and are observed across two spatially different 

points. On the other hand, the complementary through 

quantities are observed at one single point.  

Example of some across and through quantities in 

different physical domains are given in Table T.2. 

 

Table T2. Across and through quantities 

Domain 
Across quantities 

α  

Through quantities 

τ  

Force [N] Velocity [m/s] 

Mechanical 
Torque [Nm] 

Angular Velocity 

[rad/s] 

Electric Voltage [V] Current [A] 

Hydraulic Pressure [Pa] 
Volumetric flow 

[m
3
/s] 

Thermodynamic Temperature [K] 
Entropy flow rate 

[J/Ks] 

 

It could be noticed that ports on the abstraction level 

correspond to connectors on physical level.  

We will now introduce the element mechanisms 

correspond to basic energetic process (Table T3). 

 

Table T3. The basic multiport mechanisms 

Element mechanisms 
Interaction 

mechanisms 

 
α

S    α  - type α  - distributor 
Source 

τ
S     τ  - type τ  - distributor 

C    α  - type  
Storage 

I    τ  - type  

Dissipation R  

TF Transformer  
Conversion 

mechanism 
GY    

Gyrator 
 

 

Therefore, the lumped parameter model can be 

represented as a network of interconnected   energetic 

primitives. 

From above, we can see that between the multiport 

mechanism and element mechanism there is some 

hierarchical relation. This relation is based on element 

mechanisms and interaction mechanisms and it provide to 

keep model structure. Element mechanism is transformed 

into component and interaction mechanism into connection 

topology ( α - distributor into parallel connection, τ - 

distributor into serial connection). 

Using reference approach syntax, we will determine 

model of hydraulic system (Fig.1.) based on components 

model and their connection following structure of the real 

system. 

Starting with the model of variable hydraulic orifice as 

functional and structural valve divider part,  that model is 

given  by Fig.3. 

 

 
Principle  scheme 

 

 
Multiport mechanism model 

 

 
Component model 

 

Fig. 3: Model of variable hydraulic orifice 

 

As, in general case, hydraulic resistance can be variable, 

the orifice is modeling as the modulated dissipator (MR). 

Modulation can be seen as energetic interaction with 

neglected flow energy. This means that on one energetic port 

(modulated port) one of power quantities is approximately 

zero, but it is not case for another modulated quantities. In 

such case, energetic flow is neglected, but influence of 

modulated quantities on other quantities is not neglected. 

Now, we can, base on above, to make valve divider 

model. Assuming the inside leakage, the valve divider model 

is as shown in Fig.4. [3]. 

If we not assuming inside leakage, the valve divider 

model is as shown in Fig.5.  

From above, we can see how different physical 

mechanisms can be introduced in consideration by 

supplement according energetic concept. This is very 

important possibility in developing software tool for 
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computer modeling support. 

 

 
 

Fig. 4: Valve divider component model with the inside leakage 

 
 

Fig.5:  Valve divider component model without the inside 

leakage 

 

It is interesting to observe that in both valve divider 

models ( Fig.4. and Fig.5.), the interface to environment  is 

the same. 

Hydraulic cylinder mechanism from Fig.1. (3-port 

mechanism) will be modeled  based on two models: chamber 

and piston. Hydraulic chamber model for this case is obtained 

after determination of the generic chamber model. Generic 

chamber model is shown in Fig.6. 

 

 

 
 

Principle  scheme  

 
 

 Multiport mechanism model 

 

 
 

Component  model 

 

Fig.6: Generic hydraulic chamber model 

 

The piston model is shown in Fig.7. 

 

 
Principle  scheme 

 
Multiport mechanism model 

 
 

Component  model 

 

Fig.7: Generic hydraulic piston model 

 

Composing the models of chamber, piston and orifice for 

the hydraulic cylinder is obtained model (Fig.8). 

 

 
 

Principle  scheme 

 

 
 

Multiport mechanism model 

 

 
 

Component model 

Fig. 8: Hydraulic cylinder  model 
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The pump is assumed as source mechanism ( α - type) 

and component model is given in Fig.9. 

 

 

 

Fig.9. Pump component model 

 

Composing all model components with following the 

structure of the system it is obtained the component model of 

the system (Fig.10). 

The above given physical model of the system represents 

some interpretation of the mathematical model, as will be 

shown by next. 

4. MATHEMATICAL ABSTRACTION PHASE 

In order to have qualitative system analyses it is necessary 

to define mathematical relations (variables, constants, 

parameters) which describe physical mechanisms from 

previous phase. These relations are denoted as constitutive 

relations. And while the physical modeling process is 

creative, the work that demands knowledge and experience, 

mathematical modeling process can be done by following 

some algorithm, that is, it can be automated. Acknowledge to 

that, software tool for computer modeling support become 

very useful. The model designer can be focused on choice of 

physical concepts. Otherwise, the work of transfer  to 

mathematical relations become computer work. 

 

 
Fig. 10: Hydraulic system component model 

 

Procedure for transfer from conceptual model to 

mathematical model can be found in [2,4], that is, the next 

tools can be used: 20-sim, Bondsim, Modelica, etc. 

In general, the mathematical abstraction process can be 

divided into two steps [2]: 

1. Definition of constitutive relations for 

− component mechanisms 

− interaction mechanisms 

2. Mathematical causalities determination 

 

Relations for component mechanisms depend from 

mechanisms characteristics and desired accuracy. First, for 

each component port couple of quantities that determined 

energetic flow should be defined. Then, the relation between 

these quantities should be defined. As, for  each energetic 

primitive is defined constitutive relation the process is 

algorithmical. 

Constitutive relations of hydro cylinder are given in Table 

T4. 

 

Table T4. Hydro cylinder constitutive relations 

Mechanism Component 
Power 

variables 

Constitutive 

relations 

Dissipation R: CC { }cc QP ,  0
1

=− c
c

c Q
C

P  

Dissipation R: b { }44 ,vF  044 =− bvF  

Storage C: β/1V  { }11 , SS QP  ∫ =
β

−

t

SS dtQ
V

P 01
1

1  

Storage C: β/2V  { }22 , SS QP  ∫ =
β

−

t

SS dtQ
V

P 02
2

2  

Storage I: m { }33 , vF  ∫ =−

t

dtF
m

v 0
1

33  

Transformer TF: A 







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33

,

,
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QP
 

0
1
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A

P  

0
1

13 =− vQ
A

 

Transformer TF: a 








22

44

,

,

vF

QP
 

0
1

24 =− F
a

P  

0
1

24 =− vQ
a

 

 
Interaction mechanism relations are determined on 

topology connections base and for cylinder are given in Table 

T.5. 

 
Table T5. Constitutive relations of cylinder interaction 

mechanism 

Interaction 

mechanism 
Constitutive relations 

α  
3111 PPPP CS ===  

03111 =−−− QQQQ CS  

τ  
02431 =−−−− FFFFF  

vvvvv ==== 2431  

 

Should be noticed, that constitutive relations are given in 

declarative way, not as assign statements. This intensify 

flexibility and possibility of repeat use of the model. 

Component model is observed as autonomous model with 

independent characteristics  from working environment [5,6]. 

In the next step of mathematical modeling, depending of the 

context model application, we have definition calculation 

order of constitutive relations. Using procedure RefSCAP [2] 

we are coming to causal mathematical model (given in form 

of block diagram) of the hydraulic cylinder (Fig.11). 
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Fig. 11. Block diagram of hydraulic cylinder mathematical model 

 

 

5. CONCLUSION 

Here is given methodology of structural modeling of 

physical system, and it is illustrated on example of hydraulic 

control system. This structuriality is based on hierarchy of 

modeling process. This process is natural, intuitive and is 

analogical to hardware system composition. From end user 

point of view the abstraction level is smaller. The user sees 

system through physical concept and uses real systems terms. 

From software tool point of view, transfer from physical to 

mathematical model is possible by computer support. This 

allow designer to use his knowledge and experience for more 

creative work (physical solution problem). Otherwise, 

computer supports mathematical solution problems . 
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Abstract: Some power system protection applications 

require accurate estimates of voltage magnitude and 

frequency over a wide measurement range. Most digital 

techniques for measuring frequency have acceptable 

accuracy over a small range in the neighborhood of the 

nominal value. This paper describes a new algorithm for 

measuring the frequency in electric power systems. The 

algorithm is based on the least error squares (LES) technique 

and uses digitized samples of voltage at a relay location. 

Mathematical development of the algorithm is presented and 

the effects of key parameters, that affect the performance of 

the algorithm, are discussed. The algorithm proposed is the 

improved version of algorithms developed in References [2, 

3, 4]. In this paper, the proposed algorithm is compared with 

the algorithms from these references. 

Keywords: Power system protection, Frequency 

measurements, Least error squares methods, Relaying 

algorithm. 

1. INTRODUCTION 

Frequency is an important operating parameter of a 

power system. In the steady state operation of a power 

system, the total power generated is equal to the system load 

plus the losses. During operation under such conditions, the 

system frequency is constant. Generation-load mismatches 

cause the system frequency to deviate from its nominal value. 

If the load exceeds the generation, the frequency decreases; if 

the generation exceeds the load plus the losses, the frequency 

increases. Underfrequency and overfrequency relays are used 

to detect these conditions and disconnect load blocks to 

restore the frequency to its normal value and protect 

generators from overspeeding.  

 The algorithms developed [2, 3, 4] are modified here 

and the introductory analysis is omitted for the sake of 

brevity. The authors have repeated the calculations with the 

algorithms proposed in the references cited and the results 

obtained match the cited results with accuracy. However, the 

algorithms appeared unreliable when applied to the power 

system networks where the voltage signal often appears as a 

distorted one, saturated with the higher harmonic 

components, ranging from third to eleventh order. When the 

original algorithms [2, 3, 4] were tested on such a signal, 

even the small content of higher harmonics, from 3 to 8 %, 

was the cause of the big errors. In order to minimize the 

errors introduced by the presence of higher harmonics in the 

voltage signal, the utilization of the low-pass filters became 

necessary with these algorithms. 

The basic idea of this paper is to modify the voltage 

signal and thus improve the performance of the filters used in 

the already existing algorithms [2, 3, 4]. The main purpose 

was to design the filter that could easily adopt the arbitrarily 

shaped voltage signal occurring in real power system network 

and make the new algorithm both sufficiently accurate and 

relatively simple.  

2.  THE ALGORITHM 

This section presents the algorithm which measures 

the frequency of a voltage signal. It assumes that the system 

frequency does not change during the data window used for 

measurement. The algorithm is developed using the (LES) 

approach and uses digitized values of the voltage sampled at 

the relay location.  

 The slightly distorted voltage signal is acquainted in 

the power system steady state operation and its source is 

either the power transformer operating on higher than rated 

voltages or AC/DC converters with thyristors. Let us assume 

the following observation model of the measured signal, 

digitized at the relay location: 
 

∑
=

+++=

M

k

kk tetkVVtv
1

0 )()sin()( θω . 

 

The use of the well known trigonometric identities 

leads to the following equation  

 

∑ ∑
= =

+++=

M

k

M

k

ikrk tetkVtkVVtv
1 1

0 )()cos()sin()( ωω  (1) 

 

Where: 

  v(t) -  is the instantaneous voltage at time t, 

  V0  -  is the magnitude of the DC offset, 

   M - is the highest order of the harmonic component  

present  in the signal, 

  ω - is the fundamental radian frequency of the system 

in the data window (it is assumed that the 

frequency does not change during a data window 

used for measurement). 

  Vk - is the peak value of the k-th harmonic component, 

  Vrk =Vkcosθk and Vik=Vksinθk - are real and imaginary 

components of k-th harmonic component, 

  θ = arctg(Vik/Vrk) - is the phase angle of the k-th 

harmonic component and 

  e(t) -  is the zero mean random noise. 

 

The functions sin(kωt) and cos(kωt) can be expressed 

by their first three terms of the Taylor series expansions in 

the neighborhood of the nominal frequency ω0 as 
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where ∆ω=ω -ω0  is the radian frequency deviation. 

 After retaining the first three terms of (2) and (3) for 

fundamental harmonic and first two terms of (2) and (3) for 

higher harmonics, the substitution into (1) yields:  

 

).()cos(
2

)sin(
2

)]sin()cos([

)]cos()sin([)(

0

2
2

10

2
2

1

0

1

0

0

1

00

tet
t

Vt
t

V

tkktVtkV

tkktVtkVVtv

ir

M

k

ikik

M

k

rkrk

+∆−∆−

−∆−+

+∆++=

∑

∑

=

=

ωωωω

ωωω

ωωω

 

 

Equation (4) can be rewritten in the abbreviated form 

as 
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If the signal v(t) is uniformly sampled with the 

frequency rate  fs=1/T Hz during a finite period of time 

(called data window), one can define a measurement window 

[v] as a set of m consecutive samples (m>4M+3). This set 

determines m linear equations in 4M+3 unknowns and can be 

written in the following matrix form: 

 

[ ] [ ] [ ] [ ]exav +=                                   (7) 

 

where [ ] [ ]
T

mvvvv .....21= is an (m×1) measurement 

vector, [ ]a -an (m×(4M+3)) coefficient matrix, with the 

elements defined by equations (6) or (8) (in (8) the time is 

discretized –  t = nT): 
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                              n=1, 2, … , m. 

 

[ ]x  is an (4M+3)×1 state vector, with the elements defined 

by equation (6) and [ ]e  is an eror vector, to be minimized. 

The elements of matrix [ ]a  depend on the time reference 

t and the sampling rate, and T can be preselected in an off-

line mode. Also, all the elements of [ ]x  are unknown and 

functions of Vrk , Vik , ω , ω0 and V0. To determine the 

(4M+3) unknowns of equation (7), at least (4M+3) equations 

must be established. In other words, at least (4M+3) samples 

of voltage would be required. As a general case, we assume 

that (m) samples are available, where (m)>4M+3; then 

equation (7) describes an overdetermined system. The (LES) 

technique is used to solve this equation. A complete 

description of this algorithm is given in [2,3 and 4]. Applying 

the LES technique on (7) the following result is obtained: 

 

[ ] [ ] [ ]{ } [ ] [ ] [ ][ ]vAvaaax
TT

==
−1*

, 

 

where the matrix [ ]A  is the left pseudoinverse of matrix 

[ ]a , and [ ]
*x  is the optimal or best (LES) estimate of [ ]x . 

Having the state vector [ ]x , the magnitude of the DC 

offset, amplitudes of harmonic components and fundamental 

radian frequency of the voltage signal can be estimated as 
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Equation (9b) is not suitable when Vrk  is small and 

equation (9c) is not suitable when Vik  is small. A suitable 

strategy is to use equation (9d) as the frequency deviation 

estimatiom proceeds and either equation (9b) or (9c) for the 

frequency deviation sign determination. 

(4) 
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Equation (7) is valid generally, for the signal model 

containing the DC component and the first (M) higher 

harmonic components. For example, if the voltage signal 

model contains the first M=11 harmonic components and the 

DC component, the number of unknowns in [ ]x  yields 

4M+3=4⋅11+3=47. Solving (7) even now does not impose a 

problem. Practical cases introduce even smaller number of 

unknowns. If a frequency relay with the main task of 

measuring frequency in steady state and quasi steady state 

operation is installed in a power system network, the even 

harmonics in voltage signal are not existing. In this case, if 

the voltage signal contains all odd harmonics to the eleventh 

order, the number of unknowns in [ ]x  is       4Modd 

+3=4⋅6+3=27. 

3.  IMPROVEMENT OF THE ALGORITHM      

PRESENTED 
Unknown parameters of the signal model are 

estimated by means of (9a-d). It has been shown in [2, 3, 4] 

that the performances of the algorithm are determined by the 

choise of the data window size Tdw, the sampling frequency fs 

and the level of the truncation of the Taylor series expansions 

of non linear terms. The accuracy of the estimation was fully 

affected by the actually measured value of the signal 

frequency. The required accuracy was reached only in a 

narrow range of the expected frequency. The model was not 

capable of providing a precise measurement over a wide 

frequency range, as it is shown in the algorithm testing.  

  Since the algorithm accuracy has been mainly affected 

by the previously selected expected frequency (equal to the 

system nominal frequency: 50 or 60 Hz), i.e., by the off-line 

calculated pseudo-inverse matrix [A], the authors drew the 

conclusion to iteratively update the matrix [A] in accordance 

with the actually estimated frequency deviation. In other 

words, the model lienearized in the neighborhood of one 

point, in the next iteration is linearized in the neighborhood 

of the new point, calculated as a function of the frequency 

estimated in the previous iteration. In the context discussed 

above, the estimation in the p-th iteration could be expressed 

as: 

 

[xp]=[Ap(ωp-1)][vp]                            (10) 

 

where ωp-1 is the frequency estimated in the previous, the (p-

1)-st, iteration. Using the estimated state vector [xp] and 

equations (9a-e), one readily obtains the estimates of all 

unknown signal parameters. On the basic of the frequency 

deviation estimated, follows the update of the [A] and the 

new estimation in the step (p+1), i.e.: 

 

[xp+1]=[Ap+1(ωp)][vp+1]                   (11) 

 

where an update is provided by: 

ppp ωωω ∆+=
−1

 . 

Thus, the algoirithm for the voltage or current signal 

parameter estimation can be now subdivided into the 

following steps: 
 

1. The initial point ω0 selection. 

2. Signal samples block [vp] acquisition. 

3. Pseudo-inverse matrix [Ap(ωp-1)] and optimal 

estimation [xp]=[Ap(ωp-1)][vp] calculation. 

4. Unknown parameter calculation, on the basis of the 

state vector [xp] . 

5. Linearization point update ωp = ωp-1+∆ωp. 

6.    Index increment p= p+1 and go to step 2. 

 

At this stage, useful observations about the algorithm 

stated are made: 
 

1. The range of the measurement and the accuracy are 

significantly improved. 
 

2. Matrih [A] now is time dependent and the 

computational dured is incresed. 
 

3. This agorithm could be applied for a different kind 

of applications, like load-shedding, load restoration, 

power system protection, power  system control, etc. 
 

4. Since the signal model was established in the 

extended form, a low-pass filter is now not required. 

4.   THE PROPOSED ALGORITHM TESTING 

A pure sinusoidal test signal with the following 

frequency dependence was generated: 
 

stHztf 10,)1045( ≤≤+=  
 

and processed with the algorithm without iterative procedure 

[2]. The accurate estimates were obtained only in a very 

narrow frequency range (± 0.25 Hz). Such a narrow 

measurement range would not satisfy the frequency relayng 

requirements. 

The necessity of the model extension was confirmed 

by processing test signals distored by the higher harmonics 

with "the one-sinusoid model" assumed. The maximum 

estimation errors that occurred when 3., 5., or 7. harmonic 

(separately) in the amount pf 0.1 p.u. was superimposed were 

0.23, 0.1 and 0.08 Hz respectively. Such an inaccuracy 

should not be accepted from the point of view of 

underfrequency relaying. 

In the following test, the generated test signal, 

provided as an input to the algorithm, has the following 

description in harmonic domain: 
 

- fundamental harmonic 100%,  

- the 7-th harmonic 20%,  

- the 11-th harmonic 10% and  

- DC offset 10%. 
 

Using sampling frequency fs =1000 Hz and data 

window size Tdw= 0.04 s the exact fundamental frequency 

estimates are obtained after few iterative steps. The accuracy 

of the estimates is independent of the number of harmonics 

and their magnitudes. 
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In the following test, the recorded real voltage signal 

(Fig.1), provided as an input to the algorithm, was used. The 

result of the frequency estimation with the sampling 

frequency fs =1600 Hz and data window size Tdw = 0.1 s is 

shown in Fig. 2. Exact value of the recorded voltage signal 

frequency was 49,927 Hz. It is evident that acceptable 

accurracy was reached using proposed algorithm. 

5. CONCLUSION 

This paper describes iterative digital signal processing 

algorithm for the frequency estimation of the distored signals. 

The algorithm is tested by computer simulations and by 

processing experimentall obtained data records. It seem to be 

a very useful tool in the various aspects of power engineering 

applications, e.g. computer relaying, real-time monitoring 

and control of system dynamics. 
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WORKSPACES FOR FUTURE E-SCIENTISTS: GRID AND myGRID 

 

Milena Radenković, School of Computer Science and Information Technology, University of Nottingham, UK 

 

 

Abstract: This paper describes myGrid that aims to deliver a 

personalized collaborative problem-solving platform for e-

Scientists working in a distributed environment. It allows 

them to construct long-lived in silico experiments, find and 

adapt others’ experiments, publish their own view in shared 

repositories, and be better informed as to the provenance of 

the tools and data directly relevant to them. The focus of 

myGrid is on data-intensive post-genomic functional 

analysis. The paper motivates the use of GRID as the most 

effective underlying infrastructure for supporting e-Science 

applications.. 

Keywords: Grid, myGrid, e-Science. 

1. INTRODUCTION 

Today’s science mainly driven by increasingly 

complex problems and propelled by increasing powerful 

technology, is as much based on computation data analysis  

and collaboration as on the efforts of individual 

experimentalists and theorists. Even though computer power, 

data storage and communication continues to improve 

exponentially, computational resources are failing to keep up 

with what scientists demand of them.  The Grid is a new class 

of infrastructure built on the Internet and the WWW.  It 

provides scalable, secure, high-performance mechanisms for 

discovering and negotiating access to remote resources and 

promises to make it possible for scientific collaborations to 

share resource on a unprecedented scale and for 

geographically distributed groups to work together in ways 

that were previously impossible [1]. 

Although different scenarios vary in complexity, a 

“Grid-“scenario typically involves  several steps: discovering 

whether remote resources exists, then negotiating access to 

them, configuring hardware  and software to use the resources 

effectively and doing all this without compromising security 

of local or remote resources. Implementing these steps 

requires uniform mechanism for such critical tasks as creating 

and managing services on remote computers, supporting 

single sign on to distributed resources, transferring large 

datasets at high speeds, forming large distributed virtual 

communities and maintaining information about the 

existence, state and usage of community resources. 

Grid however goes beyond sharing and distributing 

data and computation resources. For the scientist the GRID 

offers new and more powerful ways of working that include: 

Science portals and gateways: This is usually referred 

to as “the e-science layer” and aims to isolate the end user 

(and client software) from the detailed operation and 

interactions of the core Grid architecture. This layer directly 

overlays distinctive Grid elements (such as provenance 

metadata and semantics relationships) on non-Grid services 

(such as “legacy” Web Services). For example, when 

accessed through the e-science layer, normal Web Services 

may appear to expose metadata in a Grid compliant manner 

when in fact this is being added in transit through the e-

science layer. The e-science layer aims to support a diverse 

range of user interfaces and access devices. 

Computer in the loop instrumentation: Scientific 

instruments such as telescopes, synchrotrons and electron 

microscopes generate row data that are stored for subsequent 

processing  If scientist could on-demand call on substantial 

computing resources and sophisticated software, this could 

greatly enhance instrument capabilities. 

Collaborative work:  Researchers want to aggregate 

not only data and computing power but also human expertise 

(i.e. both formal and informal knowledge). Collaborative 

problems formulation, data analysis and the like are important 

Grid applications. 

Figure 1 illustrates an example deployment perspective 

for the use of GRID infrastructure emphasising  support for 

heterogonous clients and e-science layer (rather then focusing 

only on the core GRID that is already illustrated in [1]). 
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Figure 1 Example scenarios – a deployment perspective 
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2. COMMUNICATIONS IN E-SCIENCE

Almost everything we do involves communications 

with others. Increasing trend towards collaborative research 

involves large multi-disciplinary teams, span organisational 

and geographical boundaries, faster results and more 

ambitious goals. 

Collaboration can be synchronous (e.g. real-time 

interactions such as virtual collaboratories, and on-line 

conferences, two-way fine grain communications, ad-hoc and 

unstructured communication patterns, and asynchronous (non 

real time interaction, course grained communication, more 

structured communication patterns). 

Both forms of communication are required to support  

flexible collaboration. Persistence and provenance provide 

basis for asynchronous interactions. User agent/gateway is a 

persistent representation of the Grid to the user/user to the 

Grid. 

Persistence refers to names, users, services, things, 

applications and interfaces always being these independent of 

use or user connectivity. Provenance refers to annotating and 

relating resources (i.e. data, workflow invocations) to 

describe derivation, authorship, status, etc 

Scientific computing collaborations are often 

comprised of small teams interacting with other small teams 

(large-scale experimental sciences can be much bigger but 

genome and nanoscience collaborations tend to be smaller 

[4]). Because they typically involve only a few people and 

only loose cooperation between different laboratories, the 

need for real-time cooperative work tools is relatively small 

and support for collaboration should focus on retrieval and 

analysis of archival data and literature and on extending the 

same facilities to more informal  material that is crucial to 

progress in science [4].  

Most of the current collaborative toolkits for e-science 

enable two or more people to access documents, applications, 

resources and interfaces, as well as interlinked collection of 

personal and public workspaces. They are usually based only 

on specific coordination policies and mechanisms (access 

control and permissions) determine who is permitted to share 

and how sharing is accomplished. Workflow management and 

collaborative workflow is currently a hot topic in industry and 

research.  Groupware systems mostly only bundle some basic 

workflow capabilities that can be used to process workflows.  

Consequently, there is an alarming need for more 

sophisticated collaborative toolkits that would allow non-

trivial and scalable collaboration among geographically 

dispersed users. 

Figure 2 Architectural Overview and interaction in myGrid 

 

3. myGRID: ARCHITECTURAL AND 

COLLABORATION SUPPORT OVERVIEW 

MyGrid is a Grid middleware project that aims to help 

bioinformaticians and biologists to perform workflow-based 

in-silico experiments and help them automate the 

management of such workflows through personalisation, 

provenance and notification of change. In biological sciences 

it is not the quantity but the complexity of the data that 

matters [3]. Most biologists have fairly modest requirements 

for computer power. What is most important to them is 

discovering resources, discovering tools, and being able to 

capture when, where, and why [they] did a [certain task]. 

MyGrid is being developed as a semantically rich layer to sit 

on top of a computational Grid infrastructure, and will 

eventually enable scientists to find and retrieve the data and 

applications they want. In these environments complex 

heterogeneous data are under constant change. Term data in 

this context refers to:  row data (domain entities, workflow 

definition), metadata, provenance, annotations, versioning, 

results, partial results. MyGrid allows large numbers of 

repositories and tools to be involved in the computation 

process, complex queries, transparent manipulation of 

multiple data and metadata sources, suspending and resuming 

workflows, observing workflow progress, analysing their 

progress. Figure 2 illustrates high level overview of myGrid 
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architecture that provides the following functionalities: database a

ccess (personal and public repositories), domain-

specific computational services and service discovery 

services, workflow enactment engine, notification and 

metadata services as well as the user agent and gateway 

services. 

Figure 3 illustrates a particular myGrid use case in which 

user can browse through repositories (list items and workflow 

executions, view output and other provenance log generated 

by workflow), locate workflows and run them. In this figure 

user  selects an item from the personal repository, identifies 

an operation class to be applied to the selected item from the 

ontology service, and then lookes up workflows 

implementing this class of operation from a service directory, 

and retrieves associated metadata. Based on metadata the user 

retrieves the specific workflow definition; enacted the 

workflow using a workflow enactment engine. 

Figure 4 illustrates provenance being retrieved after the 

workflow has finished executions. 

 
Figure 3 A Scientist browsing repositories and enacting workflows 

 

4. CONCLUSIONS 

Even though in its early stages, MyGrid has already 

been used in a variety of genome academic and industrial 

research projects as well as in an educational settings. It 

proved to provide an efficient environment for scientist to 

collaboratively run their workflows as well as  help them 

share  both formal and informal knowledge. Work to date 

mainly concentrated on designing and implementing generic 

myGrid infrastructure. Graves’ Disease has been selected as 

the specific application domain for the next integration fest in 

which myGrid functionality will be demonstrated to myGrid 

industrial partners as well as wider audience. 
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Abstract: One of the most important segments of 

digital picture processing is noise-reduction. Every kind of 

real problems is characterized by special type of noise. This 

paper presents results of special noise-reduction digital 

filters implementation for neutrophil cell analysis and for 

generating 3D space model from geographic maps. 

Background elimination and segmentation are implemented 

for neutrophil analysis, and text elimination (complex noise 

reduction) and edge converting are realized for 3D modeling. 

Effects of those filters are presented by this work.  

Keywords: Noise Reduction, Noise Elimination, 

Digital Filter, Neutrophil Cell Analysis, Background 

Elimination, Threshold, Segmentation, Granolas, 

Geographic Map, Generation 3D Model, Digital Image, 

Digital Picture, Borders, Text, Underlined Text, Elimination 

of sharp edges between areas with different heights. 

 

1. PREFACE 

 

Noise reduction is one of the most important segments 

in complex process of digital picture processing. The result of 

noise reduction is picture that can be easily used for further 

processing. Depending of solving picture processing problem, 

definition of noise is different. Once noise is defined, the 

elimination strategy can be determined. 

Otherwise, the noise is not only problem. Excepting 

noise, there are a lot of practical problems such resolution 

that is not suitable for processing, used color models etc. The 

most often used color model is RGB, but in some cases 

CMYK and HSV are more adequate. In some applications, 

the right choice of color model can be the main factor for 

successful realization. 

HSV color model, in brief, defines the mean of colors. 

This is, by some authors, the most natural color model. Its H-

component (hue) defines base color, S-component 

(saturation) level of white that is combined with base color 

and V-component (value) quantity of emitted light (sharpness 

of color). This model is proper for application where is most 

important part of processing mapping light and shadow on 

picture[1]. 

The RGB model is the most useful for color picture 

segmentation. The picture can be segmented by histograms of 

all of its three channels (Red, Green, and Blue). Segmentation 

can be implemented on two ways: global and local 

segmentation. Global segmentation is segmentation applied to 

whole picture, and local is that applied on one particular area. 

Processing of particular components of color can be 

very important part of image processing. Modification of 

dependencies between color components results with pictures 

that can be more useful for further processing. This approach 

to image processing was used for pictures that represent 

samples of neutrophil cells. Results of image filtering by this 

way were very good. 

Second part of this paper represents processing of 

pictures that representing geographic maps. The main part of 

this processing is elimination of labels from maps. The base 

for this filter is median filter[1] which is changed a lot for this 

application. There is implemented variable dimension of 

window as well as different algorithm of computing target 

values. 

The main purpose of this paper is representing different 

strategies for solving one problem – noise reduction from 

digital images. 

 

2. USING DIGITAL FILTERS AT NEUTROPHIL 

CELLS ANALYSIS 

 

Neutrophils are subtype of lymphocyte cells and they 

are the largest in number of all. The rate of neutrophils in 

lymphocytes is between 50 and 70%. Their main 

characteristic is segmented nucleus and cytoplasm with 

granolas[2]. 

Figure 2.1 represents system for microscope samples 

analysis. Optical microscope, digital camera and a computer 

are the main parts of this system. This system works on 

following way: 

1. digital (CCD) camera transform the picture of 

microscope sample in some digital image 

format 

2. computer stores created digital picture on disk 

3. application processes stored pictures and 

generates requested results. Image processing, 

in this case, is very complex job (fig. 2.2). 

 

 

 

 

 

Figure 2.1. System for microscope samples analysis 

 

Micro 
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Realized application realizes several functionalities: 

preprocessing of image, background elimination, 

segmentation, active cell areas localization, measuring cell 

activity and representing of image processing results. Those 

results are different reports about analyzed microscope 

samples as well as processed pictures. All of them can be 

archived later. This software is developed using Microsoft 

Visual C++ [3] as Windows application.  

The base color model used in this application is RGB 

model. Channel-independent picture processing is 

implemented through channel mixer. It allows changing 

attributes of every channel and relations between them, as 

well as contrast and sharpness. Dialog of channel mixer is 

shown on fig. 2.3. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2.  Image processing 

 

Channel-independent picture processing allows easier 

active cells detecting. Cells are active if their cytoplasm 

contains small islands, called granolas. Those granolas are 

darker then rest of cytoplasm, but not enough. Without 

changing relations between channels segmentation could not 

detect both nucleus and granolas. Eliminating red color 

component, more than blue and green, granolas become more 

visible and they can be selected easier. Changing the contrast 

of picture granolas become visible as well as nucleus. 

 

 

Figure 2.3.   Channel mixer dialog 

 

After these actions, the most of granolas should be 

segmented with nucleus, and will create “segmentation 

mask”. This procedure can be done automatically using 

default values of processing parameters. Default values are 

set as result of statistical analysis of more than 100 pictures. 

But, in some cases, changing default values results in better 

output. The reason for that changing is fact that microscope 

samples cannot be colored in the same way, because the 

microscope operator cannot color all of them with same 

intensity of color. Figures 2.4 and 2.5 show result of 

described transformation. 

 

 

Figure 2.4.  Cells before processing 

 

 

Figure 2.5.  Cells after processing 
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Figure 2.6.  Color processing dialog 

 

As it can be seen on fig. 2.5. borders of cells and 

granolas are more expressive. Additional filtering is noise 

elimination. Noise on this class of pictures is blood plasma as 

well as the others blood cells. Blood plasma consists of 

different types of erythrocyte, trombocyte, monocyte and 

neutrophil cells. On the microscope sample, all of these cells 

are colored by similar colors, so automatic neutrophil cells 

detection  can detect some of the others. Background 

elimination reduce this problem very well. 

In a lot of cases, background elimination makes visible 

many characteristics of neutrophil cells. Realized software 

allows both local and total background elimination. 

Advantage of local processing is useful for analyzing of some 

particular area with a single cell. Figure 2.6. shows color 

processing dialog. 

Setting value of parameter Sensitivity (Sens in color 

processing dialog), changing threshold for eliminating 

background. Wider threshold eliminates more elements from 

background. But, too wide threshold eliminates some 

elements of useful objects. So, default threshold values are set 

experimentally. Effects of background elimination are shown 

on figures 2.7 and 2.8. This procedure can be used for 

different filtering during image processing. 

 

 

Figure 2.7.  Neutrophil cell on non-uniform background 

 

 

Figure 2.8.  Cells after background elimination 

 

Segmentation is the last one step in preparing picture for 

processing and selecting useful objects from picture. The base 

for segmentation is one of channel histograms of RGB model. 

Also, this application implements and segmentation for HSV 

model. First, setting values of threshold should be done. 

Those values are set by the analysis of the shape of 

histograms. Minimum of histograms is the best value for 

threshold. Operations on histograms, such is normalization, 

can take effect on segmentation, and improve quality of 

resulting picture. 

In this application segmentation is done on two 

thresholds. Both nucleus and granolas are selected by first 

threshold (fig. 2.9), but, only nucleus by second (fig. 2.10). 

Result of eliminating the contents of picture after second 

segmentation from picture which is result of first is the 

picture that contains only granolas. Now, counting of active 

cells (cells with granolas) and computing needed parameters 

is trivial. The level of error in results is acceptable for all kind 

of analysis. 

 

 

Figure 2.9.  Result of first segmentation 
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Figure 2.10. Result of second segmentation 

 

 

3. USING DIGITAL FILTERS FOR NOISE 

ELIMINATION FROM GEOGRAPHIC MAPS 

  

Digital picture processing filters, that are described in 

following chapter, are used for eliminating all main problems 

in 3D surface generating process. All of these filters are 

implemented as part of program called GEO that converts 

geographic map (bmp, jpg or gif picture) in 3D model of 

surface. Visualization is realized using OpenGL. Except that, 

functions, such as rotation, for manipulation with created 3D 

scene are also implemented. Geographic cards, as digital 

images, are taken from Encarta’s World Atlas. 

First step in image processing is noise eliminating. In 

this case noises are different non-geographic elements on 

geographic map, such as all kind of text, borders, shadows 

etc. Eliminating the borders was the most difficult problem, 

because the color used for their marking was not shades of 

red but green. Shades of green, that are used for representing 

borders, are also used, on same picture, for describing relief 

(lowlands and depressions). But, all of these problems are 

solved successfully by implemented complex filter. 

 

 

Figure 3.1. Image before processing 

  

Edge transformation, that eliminates sharp edges 

between areas with different heights above sea level, is also 

realized. Here is implemented an algorithm that is based on 

calculating height of specific point by statements that include 

starting value of point’s height and distances from its area 

borders. 

Figure 3.2 represents result of filtering picture from 

figure 3.1 using special filter. That filter work on the 

following way. Loading picture from a file, filter read it pixel 

by pixel. Pixels with proper values, elements of surfaces, are 

written in auxiliary array with adequate values. But, pixels 

with “wrong” values, noises, are written in same auxiliary 

array with negative value. Further transformations are done 

on formed auxiliary array. 

  

 

Figure 3.2.  Picture from fig. 3.1. after noise elimination 

 

Next step is negative values elimination. When some 

pixel with negative value is found, its value is changed by 

some proper value. Filter determinates new value analyzing 

neighbors of “wrong” pixel. It analyzes neighbor pixels in all 

eight ways from starting pixel. It analyzes one by one pixel in 

each way while proper pixels are found. Now, filter replaces 

negative value by value of found proper pixel. If filter finds 

more than one proper pixel it replace negative value by the 

value of last founded. In the process of development of this 

filter some other strategies for negative value eliminating are 

considered. All of these methods are much more complex but 

improving of results is minor. 

Using shades of green for representing borders between 

regions and countries, that are the same like those used for 

describing lowlands, was the biggest problem. But, there was 

one good thing: marked borders has same width on every 

map. So that, one small routine that look up for borders is 

implemented as a part of complex filter. Now, completely 

filtered picture can be represented in 3D. Example of 3D 

scene generated by this way is given on figure 3.3. 
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Figure 3.3. 3D scene generated on the base of image 

represented on figure 3.1 

  

Elimination of sharp edges between areas with different 

heights is realized implementing an algorithm that is based on 

measuring distances between point and borders of its area. In 

this case, term “area” describes space that contains points 

with same height level, and the term “neighbor” is used to 

describe points from the other side of border of area that 

contains considering point. Every point has 8 neighbors 

(north, east, south, west, NE, SE, NW, and SW). Algorithm 

calculate d-value (distance) and h-value (height) for each 

neighbor, and, using them, calculate new value of height for 

considering point. Special cases like: what if all the neighbors 

have same h-value are included in algorithm. Effect of this 

operation can be seen on figure 3.4. 

 

     

Figure 3.4 Detail of picture under maximal zoom (zoom 32) 

without (left) and with elimination of sharp edges between 

areas with different heights above sea level (right) 

 Noise elimination filter, used for primary 

transformation of loaded picture, represents a filter with 

variable size of window. It replace the value of point that is 

located in its center (considering point) with value of some 

other point that is element of filter’s window. This filter 

produces good results on this type of images. All non-

geographic and other “noisy” elements, like different titles 

then borders and rivers, are successfully eliminated from 

loaded picture. Beside this, filter eliminates underlined text 

too. Elimination of underlined text was the greatest problem 

in filter realization. 

 During process of program development, it was 

experimented with different types of known filters. In the 

beginning it was used median filter and its modifications, but 

results were unsatisfied. Because, this type of filter eliminate 

noise, but, in the same time, change values of valid pixels.  

 Mentioned problem was the main reason for realizing 

new filter that is described earlier in the text. The main 

advantage of our filter are: 

1. it does not change values of valid pixels; 

2. variable size of window allows adapting of filter’s 

algorithm for each pixel automatically; 

3. implementing code for handling with special cases, 

filter eliminate all noticed algorithmic errors. 

Figures 3.1 and 3.2 show picture before and after 

filtering. 

 Three-dimensional scene representation is realized 

using OpenGL, under Microsoft Visual C++ development 

environment.  Light is positioned on eastern side of scene that 

makes its look more realistic.  

 

4. CONCLUSION 

 

This paper represents practical realization of different 

strategies for noise reduction and elimination from digital 

images. Those strategies are implemented through realization 

of programs from neutrophil analysis and generating three-

dimensional scenes that represents earth’s surface. Both 

programs are realized like student’s projects for course 

named “Pattern recognition”. 

At the system for neutrophil cells analysis there are 

applied methods for background elimination and threshold 

segmentation. In this case, threshold segmentation on two 

thresholds is realized. As a result, this system provides both 

number of active and non-active cells, as well as numerically 

quantized cell activity and corresponding tables and charts. 

The main parts of the software for 3D visualization are 

filters with variable size of window that eliminates titles and 

borders from geographic map and algorithm for elimination 

of sharp edges between areas with different heights. The base 

for projected noise-elimination filter were existing filters like 

median and Gaussian. 

Both programs, presented by this paper, that consist 

parts for noise elimination from digital image, solve concrete 

image processing problems. The software solutions, made 

from realization these systems, are very efficient tools for 

digital image processing and they fulfill all project requests. 
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Abstract: The paper presents a new hardware architecture 

for the realization of arbitary waveform generators. It is 

based on Look - up tables realized by a dual port RAM. As 

one of essential building blocks, the paper deals with 

building blocks of the signal processing system to be used in 

measurement and control applications. 

Keywords: Arbitary waveform synthesis, Generator module, 

Look - up tables. 

1. INTRODUCTION 

The signal processing block is one of the most 

important elements in process control systems. Sinusoidal 

signal generators, as well as arbitary waveform signal 

generators play a very significant role in signal processing. 

Even though a great variety of signal processors dedicated to 

digital signal processing (DSP) have been developed, there 

are only two basic methods for realization of sinusoidal and 

arbitary waveform generators. One of them is based on 

exploiting Look - up tables, while the other is based on the on 

– line calculation of the values. 

The first method, based on reading 6the values from 

the Look – up table and on the calculation of a more accurate 

lineallyinterpolated value that may be due, enables a minimal 

harmonic distortion, and, consequently, a minimal error. The 

Look – up table is stored in the corresponding memory space 

realized as ROM. However, since a separate and independent 

Look – up table in ROM must exist for every single 

waveform, the number of waveforms to be generated in this 

manner is directly limited by the available memory space. 

Compared with the first, the second method requires 

considerably less memory space, and is used for very short 

programs. However, in case of high – speed signal generation 

(high frequency signals), this method loses high precision 

which results in considerable errors. Since the function 

defining signal waveform is approximated by mathematical 

series, it is possible to generate an arbitary number of 

different waveforms. 

2. ARBITARY WAVEFORM SINTHESIZER MODUL 

Look – up tables located in ROM are suitable for the 

generation of the signals of a specific, let’s say, simple 

periodic form. However, generation of a considerable number 

of the arbitary form signals requires an impermissibly large 

amount of ROM space to store a large number of Look – up 

tables. On the other hand,calculation of the value of the signal 

defined by mathematical series or by some other mathemtical 

expression, sets practically no limits as far as the number of 

different waveform signals is concerned, but fails to provide 

satisfying accuracy for the allowable time of calculation. 

In order to make good use of the advantages of the 

above methods, as a building block in signal processing 

systems, a solution is suggested which implies the presence of 

Look – up tables in ROM space only for the basic signal 

waveforms. The said values enable sufficiently quick 

calculation of the values for complex signal forms. Also, for 

the increase of resolution – number of samples for 

conversion, it is possible to calculate the values of the 

samples with a lesser step using adjoining values from the 

Look – up table and linear interpolation. The formula to be 

used for calculations is 
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where iy  and 
1+i

y  are two adjoining signal values from the 

Look – up table in ix  and 
1+i

x , and x is the value between 

them on the time axis. 

The architecture of the proposed arbitary waveform 

sinthesizer modul is shown in Fig. 1. 

The reading frequncy (fs) of sample values from the 

Look – up table is determined by a programmable clock 

generator module. The maximal frequency is limited by the 

time needed to access DP RAM in order to read it, i.e. by 

D/A converter setting time. Present – day submicronic 

technologies used in construction of integrated circuits 

provides for a Look – up table reading period of several 

tenths of nsec, i.e. provides for a reading frequency which 

approximates up to 50 MHz. 

A 16 – bit D/A converter provides amplitude signal 

resolution of: 

KppV

V

64

1
=

∆

      (2) 

For the highest signal amplitudes ( VppV 10= ) the 

step of voltage change is mV15.0≈ . Module programmable 

amplifier provides for an opportunity to choose one particular 

output voltage band out of the available specter. 

Programmable address sequencer enabels setting of start and 

end addresses of storage locations containing the Look – up 

table. Upon activating the generation command it provides a 

cyclic selection of successive locations of the Look – up 

table. It can be programmed to continue reading from the 

beginning upon reading the end location of the Look – up 

table, or to terminate signal generation. The processor is 

enabled to read the status of the programmable sequencer. 

Programming of start and end addresses renders 

possible to split the memory space into blocks (for instance, 

2K locations each), so that each block contains a Look – up 

table of a preferable waveform signal, or to store the values of 

the new Look – up table in the other block during the 

generation – reading of values in the first one (Look – up 

table). 

The glitches appearing in the transition state on the 

output of D/A converter are eliminated by a Sample/Hold 

circuit. It samples the output of D/A converter just before a 

new digital value is set on its input, i.e. when the output is 

stable. 
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Fig. 1: Hardware Architecture of Arbitary Waveform Sinthesizer Modul

3. CONCLUSION 

The suggested solution can find wide application in 

complex DPS systems and can satisfy the needs considering 

both the arbitrariness of wave forms and the accuracy ranging 

from the lowest frequencies up to ten megahertz. The 

hardware structure is based on standard elements – cells 

available for integrated circuits design. 
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Abstract: A coupling stage for extension of the input voltage 

range of flyback converter is described herein. A problem 

frequently faced in practice is described in brief; the coupling 

stage’s electrical circuit and results of computer simulation 

are presented. 

Keywords: Flyback converter, Insulated Gate Bipolar 

Transistor, overvoltage conditions. 

1. INTRODUCTION 

Flyback is the most commonly used low-power switching 

converter for getting low output voltage out of high input 

voltage. An example is getting 5V output DC voltage out of 

input mains voltage. The input voltage is being rectified first 

(full- or half- bridge) and coupled to an electrolytic capacitor 

and, finally, a flyback. There are two limitations with this: 

1) The capacitor used should be able to handle 

rectified mains voltage, i.e. non-stabilized DC 

voltage. 

2) The switching MOSFET within flyback should 

stand voltages much higher than the voltages 

applied to the electrolytic capacitor.  

For an input mains voltage of 220V AC the capacitor 

should be able to stand a minimal voltage of 350V DC, 

whereas the MOSFET should have breakout voltage defined 

by the transformer's tranformation ratio; this voltage is for 

sure higher than 350V. For certain industrial applications 

there is a need to secure the power supply to function 

properly in the case that instead of the line voltage (220V 

AC) the phase voltage (380V AC) is applied at the input. A 

regular flyback capable to stand such a change of input 

voltage should comprise oversized (in the sense of DC 

voltage) input electrolytic capacitor, nominated at 630V DC, 

and a MOSFET whose breakout voltage should be twice the 

case of line voltage at the input. Moreover, an additional 

problem of the flyback control would occur, since a wide 

range of input voltage change would require a wide change of 

duty cycle; and it is a problem itself. All the abovementioned 

should cause a use of expensive components which function 

at boundaries of electrostatic endurance; this should then 

imply a lower device's reliability.  

The solution presented in this paper consists of inserting a 

coupling stage between mains and the electrolytic capacitor 

at the input of the flyback; the stage controls charging of the 

capacitor. Therefore we could say that the stage is a 

controlled rectifier.  

2. THE DESCRIPTION OF THE DEVICE 

The electrical scheme of the device is shown in Figure 1. 

An Insulated Gate Bipolar Transistor (IGBT) is applied as the 

switching element. IGBT has good characteristics when one 

counts electrostatic endurance, as well as controlability. 

Comparing to three possible switching alternatives [1]:  

1) IGBT is much more electrostaticly robust and is 

having a higher transfer coefficient (B) than 

MOSFET [2, 3] 

2) IGBT needs no stimulating current, as opposite to 

bipolar transistors; it provides for a low-power 

control circuit. 

3) IGBT is fully controlable, as opposite to thyristor. 

IGBT is in the given configuration used as a unitaleral 

switch with resistance of magnitude order of 0.1Ω [4]. 

Control logic is founded on integrated CMOS timer circuit 

TLC555. The integrated circuit is not used in a timer 

configuration, but we use its internal composites – two 

comparators and SR latch. This provides for savings, since 

alternatively we should have to use at least two other 

integrated cuircuits (a dual comparator and a latch). Beside 

decreasing the needed area of a primted circuit board, and the 

Figure 1. Electrical scheme of the device 
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fact that the integrated cuircuit TLC555 is very cheap (this 

could not be said for CMOS comparators) and widely 

available component, the advantage of this component is its 

power consumption, which is below 1mA at 10V [5]. Power 

supply of this component is secured by means of capacitive 

divider C1 – C3 and is equal to 10V. Because of such a low 

power consumption, the capacitors in the capacitive divides 

could be smaller, C1 ~ 10nF, C3 ~ 10µF. 

The great advantage of this device is that we avoid a use 

of high-side drivers for control of the switch, by the means of 

connecting signal ground ro emitter of the IGBT. By this 

solution we gained possibility of direct control of the switch, 

from digital logic, and the need for coupling elements 

(optocouplers or high voltage low-power transistors) is 

eliminated. 

The desired value of non-stabilized output voltage is 

adjusted by voltage divider Rx – Ry, according too the 

following equation: 

(3 1)
2

Ry Vout
Rx

Vcc
= + , 

where Vout is the peak value of the non-stabilized voltage (in 

the moment of switching off the switch, i.e. turning off the 

IGBT), and Vcc is the supply voltage of the integrated 

cuircuit.  

3. THE PRINCIPLE OF THE DEVICE'S FUNCTION 

In the Figure 2. is shown the graph of input and output 

voltage and characteristic moments are marked; the graph is 

obtained by means of PSPICE simulation. At the output, a 

non-stabilized voltage of peak value of 300V is being 

maintained, whereas at the input is present phase voltage 

(380V AC). In the simulation we used the IGBT IRGBC20S 

[4]. 

In the moment t1 input voltage falls down to its minimum 

and starts to rise. At the rise, regardless the momentary value 

of output voltage, the control logic is being supplied through 

the capacitive divider C1 – C3. In the same time the latch is 

being reset, through the same capacitive divider, 

differentiator C2 – R2, and comparator in the integrated 

circuit. It equalize the gate – emitter voltage to the logic's 

voltage supply (10V DC).  When input voltage reaches the 

output voltage momentary value (the moment t2), the IGBT 

starts to conduct and act as a switch of magnitude order of 

0.1Ω. From that moment on, the output voltage 

simultaneously changes with the input voltage.  

The rise of the output voltage, through the resistive 

divider Rx – Ry, results with a relative fall of the voltage at 

the /trigger pin of TLC555 in relation to the signal ground. 

When the voltage falls down to 1/3 Vcc, thourogh the second 

comparator the latch is being set, and the IGBT turns off. (t3).  

The IGBT remains turned off until the input voltages falls 

down to its minimal value again (the moment t4). 

The given simulation is done for a power supply of 

average 9W power. The dissipation of the series transistor is 

65mW, whereas the total dissipation in the circuits amounts 

to 170mW. The coefficient of utilization equals to 98%. 

The upper limit of the mains voltage which might be 

applied at the inout of the coupling stage is set only by 

breakout voltage of the colector – emitter junction. For the 

actual IGBT we used in the simulation, IRGBC20S, it equals 

to 420V AC. 

The graph of input and output voltage in the course of 

300ms after the device is powered-on, is given in Figure 3at 

je grafik ulaznog i izlaznog napona u toku prvih 300ms od 

uključenja uređaja. A continuous regime is reached after 

100ms, when voltage supplu of comtrol lofic become stable. 

4. CONCLUSION 

The solution described is elegant, since the device could 

be inserted, as an inter-stage, before any switching low-

power power supply having a rectifier at its input. It has a 

high coefficient of utilization, consequently not depreciating 

the point of using switching power supply it is added to. It 

consists of a few cheap and widely available components. 

Consequently, it is of a small size. Reliability of the device is 

high, since the only component suffering voltage and current 

spikes, IGBT, is per se projected for such applications.  
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Abstract: Attenuation and Smith charts of symmetrical LC 

filters were measured in range 1 MHz to 3 GHz. Three main 

LC filters were joined in series to sum attenuation. The 

obtained results were compared mutually, at first, and than 

with the optimized LC filters. We presented a analytical 

model and computer program for thick film integrated LC 

filters that is suitable for design, comparative and circuit 

simulation. 

Keywords: Thick films, EMI filters, Symmetrical LC filters. 

1. INTRODUCTION 

 

During the last several years our research activities 

have been under way to develop and simulate integrated 

passive components that are part of the thick film circuit and 

are fabricated with the same production techniques as hybrid 

circuits [1]. This paper, based upon many experimental 

published works [2-12] where we have researched the planar 

inductive structures such as different kinds of spiral, meander 

and solenoid-bar type, gives a new concept for the EMI thick 

film passive component. Applications of thick film passive 

components are considered to be primarily in low cost, 

lightweight filter circuits and systems. The technique for 

development of thick film components is divided into three 

phases, as shown in Fig. 1. Development of thick film 

resistors, capacitors, inductors and varistors was done in the 

first phase, while R, L, C and V thick film components 

combinations was done in the second phase. In the third phase 

after the end of the second phase we start to development of 

LC and LCV filters and networks. 
 

 

Resistors    Capacitors Inductors Varistors 

R, L, C, V 

 Combinations 

LCV cells 

    LC filters 

 I Phase 

II Phase 

III Phase 

 
Fig. 1. Block diagram for development of integrated passive 

components divided into phases. 
 

According to this experience, thick film symmetrical 

EMI LC filters were aimed to cover wide band of suppression 

with high attenuation in dB. They were designed as 

symmetrical and to act like EMI planar choke and planar 

capacitor between the main leads. 

Using thick film technology 32 (thirty two) different 

LC filters with two pairs of terminations  were realized for 

work in HF band.  

Thick film LC filters were measured in range of 1MHz 

to 3 GHz on network analyzer HP 8752A, to obtain 

attenuation and Smith charts for complete characterisation. 

After that process modeling and simulation of LC filters were 

done. The obtained results were used for optimisation during 

filter design process, and for realisation of series combination 

of two or three LC filters printed on alumina using dielectrik 

and ferrite layer. 

2. MODEL 

Modeling of two-port LC filters ration between physical 

lenght of structure and wavelength. Filter dimensions, 

specifically the total coupled length are not always small 

compared to wavelength λ at operating frequency of interest. 

For speed of light (c=3×10
8
 m/s), working frequency and 

wavelength λ of interest (λ=c/f)  are shown in Table 1. 

 

f = 100 KHz λ = 3000 m 
f = 1 MHz λ = 300 m 
f = 100 MHz λ = 3 m 
f = 1 GHz λ = 0.3   m = 30 cm 
f = 5 GHz λ = 0.06 m = 6   cm 
f = 10 GHz λ = 0.03 m = 3   cm 

 

Table 1. Working frequency versus wavelength, where f = 

frequency, λλλλ = wavelength. 
 

Filter with ℘ (m), physical length could be represented by 

appropriate model: 

a) if λmin < ℘ with distributed circuit model, or 

b) if λmin < 4⋅℘ with lumped equivalent model. 
 

While characterising the symmetrical two-port 

integrated thick film LC filters we compute the capacitive and 

the inductive coupling separately, neglecting possible 

coupling between electric and magnetic fields. This 

approximation is acceptable as long as the physical length of 

the conductor is sufficiently small compared to the 

wavelength in the circuit. This approximation is valid for our 

distributed equivalent filter model if we use partial concept. 
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Fig. 2. General distributed circuit model of LC filter. 
 

The distributed equivalent circuit model of 

symmetrical two-port integrated thick film filter, shown in 

Fig. 2, will characterise the component sufficiently enough, 

where all coupled segments of symmetrical two-port 

integrated thick film filter are represented with lumped 

elements, Fig. 3. 

In the model, the main branches consist of: R - the 

series resistance caused by the finite conductivity of the 

metal, C - feedforward capacitance and L - the series 

inductance, while branch between coupled segments, 

represents the mutual coupling. 
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Fig. 3. Lumped equivalent model of coupled segments. 
 

Modeling of symmetrical two-port integrated thick 

film filter resistance, inductance and capacitance is achieved 

utilizing equations from reference [2]. Attenuation, At, for 

distributed circuit model, from Fig. 2, is calculated by  
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and 
 

( ) ( )
iii

ZZiZYiZ '1|| ++−=  , (i = 1, 2, .., N),  , (i = 1, 2, .., N),    (2) 
 

where N is number of sections, Zi(Z'i) is impedance per one 

block, Yi is admitance per one block, and ZL is load 

impedance. 

Lumped-element and distributed circuit models are 

used for each optimised planar thick film filter [2-4]. In the 

case where the middle layer is ferrite material, filter model is 

little modified, because the permittivity and permeability of 

ferrite material are complex parameters consisting of real and 

imaginary part. The real component represents the reactive 

portion and the imaginary component represents the losses. Rf 

filter resistance in the ferrite environment is given by  
 

''

0
2

rf
LfR µπ ⋅⋅⋅⋅= ,                  (3) 

 

where f is frequency, L0 is inductance of inductor in vacuum 

environment and µr’’ imaginary part of complex permeability. 

The impedance curve can be translated to a pure material 

curve, the so-called complex permeability curve. As 

impedance consists of reactive and resistive part, permeability 

should have two parts too to represent this. The real part 

corresponds to the reactance, positive for an inductance, 

negative for a capacitance, and the imaginary part to the 

losses. The impedance of the filter is given by 
 

( )
o

LjjZ ⋅−=
'''

µµω  
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LjL ⋅+⋅=

'''
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3. EXPERIMENTAL 

 

Developed and measured symmetrical two-port LC 

filters were devided into three groups. Matrices, from the first 

group, were designed to cover the simplest geometries to 

complex geometries with two conductive layers that serve as 

the top and bottom of middle-crossover layer, as shown in 

Fig. 4. Interation between symetrical two-port LC filters leads 

was achieved using EM (electromagnetic) field (like choke 

windings) through dielectric layers. The best EMI 

(electromagnetic interference) noise suppresion were 

obtained on filters number 5, 10, 13, 14 and 15 from the 

second group.  While optimised LC filter structures from Fig. 

5 represents the third group. 
 

 
 

Fig. 4. Top view of realized two-port LC filter matrices. 
 

The supreme attenuation on discrete frequencies for 

individual  LC filter are collected in Table 2. Individual LC 

filters, as shown in Table 2, are similar to notch capacitive 

filters in the range of supreme attenuation. 
 

 

A 
 

B 
 

C 
 

D 

A 
 

B 
 

C 
 

D 

 
 

Fig. 5. Top view of realized optimised two-port LC filter 

matrices. The paper clip and EURO indicate relative sizes. 
 

Aim to get wider suppresion band a few series 

combinations were formed. Output terminations of one filter  

were joined to input terminations of another filter by 

soldering from edge to edge. Influence of parasitic inductance 

and capacitance of joints expected to be low enough. In order 

to isolate the influence of joint optimised thick film filters, 

from third group were realised. 
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5 30 160 15 600 15 1800 

7 15 2000     

10 50 50 30 300   

13 40 930     

14 30 600 25 1800   

15 50 1200 20 2700   

19 25 2000     

26 20 1600     

28 15 1600     

29 15 3000     

31 15 3000     

Table 2. Supreme attenuation summary for individual LC 

filters on discrete frequencies. 
 

4. OPTIMISED DESIGN OF LC FILTERS. 

 

Series combination of three LC filters was also formed 

to cover the widest EMI suppresion range. Attenuation and 

Smith charts were plotted, for combination of filters such as 

5+10+14, 10+13+14, 10+14+15 and 13+14+15. Measured 

results (M) obtained on network analyzer together with 

expected-simulated (summed) attenuation data (S) are given 

in Fig. 6-9. 
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Fig. 6. Attenuation for series combination of LC filters 5, 

10 and 14 (M−−−−measured, S−−−− simulated). 

It has been shown that, in comparison with individual 

EMI LC filters, series combination of EMI LC filters yield 

higher attenuation as well as higher usable frequency range. 

These individual EMI LC filters have a high attenuation of 

less than 40 dB. 
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Fig. 7. Attenuation for series combination of LC filters 10, 

13 and 14 (M−−−−measured, S−−−−simulated). 

 

While combinations of two EMI LC filters give 

attenuation of 30 dB in frequency band of few hundred MHz, 

and attenuation of 20 dB in 2 GHz wide frequency band. 

Combinations of three EMI LC filters could give us 10 dB 

more attenuation in the much wider frequency ranges. Also, 

the usable frequency range of cubic SMT EMI filters is 

generally reduced as compared to series combination of EMI 

LC filters. The variation of attenuation and complex 

impedance of EMI LC filters can be tuned to desired value by 

geometrical adjustment of EMI LC filters parameters. 
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Fig. 8. Attenuation for series combination of LC filters 10, 

14 and 15 (M−−−−measured, S−−−− simulated). 
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Fig. 9. Attenuation for series combination of LC filters 13, 

14 and 15 (M−−−−measured, S−−−−simulated). 
 

Table 3 shows how adding the additional EMI LC 

filters can increase the attenuation value in wider band. 
 

Tri filtra 5+10+14 13+14+10 14+10+15 

Realni [ΩΩΩΩ] 50,416 51,865 52,301 

Imaginarni [ΩΩΩΩ] 0,7207 1,4707 0,5957 

Impedansa [ΩΩΩΩ] 50,42 51,88 52,3 

f [MHz] 150 100 100 

Realni [ΩΩΩΩ] 51,459 50,08 50,311 

Imaginarni [ΩΩΩΩ] -548,83m 0,5 0,373 

Impedansa [ΩΩΩΩ] 51,46 50,08 50,31 

f [MHz] 473 500 500 

Realni [ΩΩΩΩ] 61,307 48,811 53,414 

Imaginarni [ΩΩΩΩ] -11,551 0,6035 -5,7832 

Impedansa [ΩΩΩΩ] 62,38 48,81 53,73 

f [MHz] 1000 1000 1000 

Realni [ΩΩΩΩ] 49,104 56,439 54,713 

Imaginarni [ΩΩΩΩ] -22,457 -4,6289 -6,2734 

Impedansa [ΩΩΩΩ] 53,99 56,62 55,07 

f [MHz] 2000 2000 2000 

Table 3. Complex impedance summary for series 

combination of three LC filters. 
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Fig. 9 shows the simulated and measured values of 

attenuation for optimised planar thick film filter B. We 

compared the influence of dielectric middle layer for 

dielectric constants of interest. The equivalent circuit analysis 

shows the contribution of the magnetic film to the optimised 

planar thick film filter. By applaying the magnetic film to the 

optimised planar thick film filter. By applying the magnetic 

film to the dielectric middlelayer filter attenuation was 

increased from 1 to 3 GHz. 
 

 
Fig. 10. Measured and simulated attenuation for optimised 

planar thick film filter B. 
 

5 CONCLUSION 

 

Four matrices, with 32 different LC filter designs, 

were described and experimental filters were fabricated using 

a standard thick film system. Thick film symmetrical EMI LC 

filters are new class of planar EMI filters with two pairs of 

terminations. They are symmetrical from input to output and 

from one lead to another in the pair. This type of EMI filter is 

similar to LCV cells [15], which have three terminations 

(input, output and ground), but they act otherwise. 

The distributed equivalent circuit model of EMI LC 

filter, shown in Fig. 2, will characterize the component 

sufficiently enough, where all coupled segments of EMI LC 

filters are represented with lumped elements, Fig. 3. The 

effects of EMI LC filters could be best explained by taking 

into account frequency characteristics of alumina and 

crossover, dielectric permittivity, er(ω). The measuring of 

dielectric characteristics allows better calculating of data 

relative to material of the structure in order to isolate the 

design parameter of the intrinsic EMI LC filter. 
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Abstract: In this paper, we present an approach to improve 

the optimisation of spiral inductors fabricated in a 

semiconductor process by use of geometric programming 

(GP). For optimisation of spiral inductors, the GP-based 

tools offer significant advantages over the other techniques. 

The primary advantages are reduced optimisation time and 

computer resources. Also, the designer has more flexibility to 

try variations of the spiral layouts or optimise them for a 

desired behavior. 

Keywords: spiral inductor, geometric programming, 

optimisation, quality factor. 

1. INTRODUCTION 

The computer tool for optimization inductor by use of 

geometric programming technique has been already used for 

finding optimal design for topology of an LC oscillator 

[1],[2]. In this paper will be presented efficient and fast 

method for finding optimal design of a spiral inductor in 

conformity  to a new approach in defining of objective 

function. Different geometric programming algorithim is 

proposed, with different objective function, with less number 

of constraints,  faster method than the one in proposed 

literature [2]. The software tool for optimization of inductor, 

is “user friendly”, very intuitive and simple for use and it is 

just one part of the computer tool for drawing layout and 

simulation of monolithic spiral inductors. 

2. GEOMETRIC PROGRAMMING  

GP is one of the more recent developments in 

optimization theory. GP is a particularly powerful method for 

engineering design and optimization problems. GP was first 

introduced by Duffin, Peterson and Zener [3] in their seminal 

book, and another important source of information is the book 

by Beightler and Phillips [4], in involved algorithm by Blau 

which is basis our implemented algorithm. Engineering 

design is most natural application for GP since in most design 

problems, the total cost can be expressed as the sum of 

individual component costs, each of which is in generally 

some power function of design variables. This is the format 

required by GP; the individual components of additive 

polynomial cost function are expressed as the product of a 

cost coefficient and individual design variables, each raised to 

some constant power.  

A geometric programming problem having N variables 

and M constraints can be represented as: 

 

Minimize:   

∑ ∏
= =

⋅=

0

1 1

)(
T

t

N

n

a

nototo
otnxcxy σ .                (1) 

Subject to constraints of geometric form: 
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, za m=1, 2, …, M        (2)                     

σot and σmt = ±1 (the sign of each term in the objective 

function and m
th

 constraint, respectively), cot and cmt > 0 (the 

coefficients of each term in the objective function and m
th

 

constraint, respectively), xn > 0 (the independent variables), 

σm = ±1 (the constant bound of the m
th

 constraint), aotn and 

amtn (are the exponents of the n
th

 independent variable of the 

t
th

 term of objective function and m
th

 constraint, respectively), 

M  (is the number of constraints), N  (is the number of 

variables), T0 (is the number of terms in the objective 

function), T1,T2,…TM (are the number of terms in each 

constraint, 1 to M, respectively),  σ = ±1 (assumed sign of the 

objective function). 

When T0 = 1 objective function is called a monomial 

function, while the sign of each term in the objective function 

or the constraint functions determines whether the 

polynomials is a posynomial (if  σot or σmt = +1) or a 

signomial (if  σot or σmt = -1). 

Geometric programming method is global, meaning 

that it finds the absolute best design possible, when 

specification are feasible.The strating point for GP does not 

have any effect on the optimal solution, and user no set 

strating point values. 

3.  PLANAR SPIRAL INDUCTORS 

3.1 Variables for optimization 

In the figure 1 is shown the layout of a square planar 

inductor. The variables for optimisation that characterize the 

inductor geometry are: the number of turns - n, the width of 

conductor segment – w, the spacing betwean naiberhoid 

conductor segment – s, the outer diameter – dout and the 

average diameter – davg, which can be expressed as davg = 

0.5(dout + din). These five variables are not independent, but in 

the open literature it will be convenient to consider this set of 

variables. 

dout

din

w

s

 
Fig. 1. Layout of planar spiral inductor. 

  We also note that the design variables are discrete 

(w,s, dout), while the number of turns n is restricted to take 

values that are integer multiples of 0.25 (quarter turns). 

However, we ignore these grid constraints and consider the 

variables to be continuous. In every design we have carried 

out, this step has caused no significant error. Another 

geometry parameters such as the total length of inductor or 

the inductor area is very significant that to be defined. Thus, 
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the total length of inductor can be expressed as l=4⋅n⋅davg, and 

the inductor area A=dout
2
. 

3.2. Electrical model of inductor 

 All the results in this paper are based on a relatively 

simple, resonably accurate one-port model for inductors 

shown in Figure 2 (a) and simplified model shown in Figure 2 

(b) [5]. In this section, we presente expressions for model 

parameters in the geometric programming form. Each 

parameters is a monomial or posynomial function of the 

design variables and an coefficient that is dependent on 

technology and frequency.   

Cox

Csi

Cs

Rsi

Rs

Ls

 (a) 

CtotRp

Rs

Ls

 
(b) 

Fig. 2. (a) One-port model of planar spiral inductor (b) 

simplified model of planar spiral inductor. 

 

Inductance Ls. The formula from [6] 

54321 ααααα

β sndwdL avgoutS ⋅⋅⋅⋅⋅= ,                      (3) 

is a monomial expression, obtained by fitting technique, with 

six fitting factors and with inductance in nH and dimensions 

in µm. The coefficients β and αi are only layout dependent 

and do not depend on the technology. For square spiral 

inductor values fitting factors are β = 1.66⋅10
-3

, α1 = -1.33, α2 

= -0.125, α3 = 2.5, α4 = 1.83, α5 = -0.022 [6]. Because to 

simplificity notation and close to mathematical notation we 

introduced next equality: dout = x1, w = x2, davg = x3, n = x4, s 

= x5. I accordance with these the formula (3) can be expresed 

as 

022.0
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125.0
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1

31066.1 −−−−

⋅⋅⋅⋅⋅⋅= xxxxxLS     (4). 

For this values of coefficients expression (4) is an accurate 

(typical error is to 3%) fit of the inductance in very broad 

design space. 

Resistance Rs. The series resistance is given by the 

monomial expression (5) 

w
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1

1 δ
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where σ is the conductivity, t is the thickness of conductor 

segments, and δ is the skin depth  ( )σµωδ ⋅⋅= 0/2 , 

where ω = 2⋅π⋅f, and f is frequency and µo = 4⋅π⋅10
-7

 H/m is 

 the magnetic permeability of free space. After supstitution 

expression for l and intruduce notation with x is given  

43

1

21 xxxKRS ⋅⋅⋅=
−

.         (6) 

For example, for inductor with thickness of aluminum 

conductor segments 0.9µm and for frequency 2.5GHz gives 

K1 = 0.171. 

Oxide capacitance Cox. Oxide capacitance between the 

spiral and substrate can be approximated by the monomial 

expression 

,
2

2 wlk
t

wl
C

ox

ox
ox ⋅⋅=

⋅

⋅⋅
=

ε
  (7) 

where εox is the oxide permitivity, and tox is the oxide 

thickness. After simple mathematical operation expression (7) 

becames 

4322 xxxKCox ⋅⋅⋅= .   (8) 

Series capacitance Cs. This capacitance can be modeled by 

the monomial expression  

,2

3

21,

2

wnk
t

wn
C

MMox

ox
S ⋅⋅=

⋅⋅
=

−

ε
  (9) 

where tox,M1-M2 is the oxide thickness between the spiral and 

the matal under-pass (for contact). Formula (9) can be 

expressed, also, such 

4

2

23 xxKCS ⋅⋅= .   (10) 

Substrate capacitance Csi. The silicon substrate capacitance 

is given by the monomial expression 

,
2

4 wlk
wlC

C sub
si ⋅⋅=

⋅⋅
=            (11) 

where Csub is substrate capacitance per unit area and is 

dependent on permitivity of substrate and thickness of 

substrate. After simple modification formula (11) can be 

expressed such 

4324 xxxKCSi ⋅⋅⋅= .  (12) 

Substrate resistance Rsi. The substrate resistance can be 

expressed as the monomial  

,
2 5

wl

k

wlG
R

sub

Si
⋅

=

⋅⋅

=   (13) 

where Gsub is the substrate conductance per unit area and is 

dependent on resistivity of substrate and thickness of 

substrate. The expression (13) can be given such 
1

4

1

3

1

25

−−−

⋅⋅⋅= xxxKRSi .  (14) 

The simplified model of planar spiral inductor is shown in 

Figure 2 b). The total parallel capacitance, Ctot = Cs + Cp, is 

posinomial, and parallel resistance Rp is monomial. The 

parameters Rp and Ctot are frequency dependent and can be 

given such as follow: 

Parallel resistance Rp. This resistance is given by the 

monomial expression 

( )[ ]
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or in other mathematical notation 
1
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Parallel capacitance Cp. The parallel capacitance is given 

by the following expression 
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other words 
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2

4

2

3

2

284327 xxxKxxxKC p ⋅⋅⋅+⋅⋅⋅= .     (18) 

We note, again, that ccoefficients Ki, (for i=1,2...8) are 

dependent on technology and frequency. 

4. CONSTRAINTS AND IMPROVEMENT FOR 

OPTIMAL DESIGN OF INDUCTORS 

  A geometric program requires each of the constraint 

functions (or our objective function) to be a monomial, 

posynomial or a signomial for a difference to [1], [2] which is 

restricted to be either monomial or posynomial. Each 

constraints function can be less then or equal to 1 or equal to 

1.  

Constraints for Ls. Expression for inductance in geometric 

programming form is givin by (4) and our software tool 

require the inductance to equal some specific value 

Ls = Lzelj.   (19) 

We can also impose a similar constraint for the serial 

resistance Rs or the total capacitance Ctot, for example. 

Geometry constraints. Since, width of conductor segment 

(w in reference to x2 ) and spacing between conductor 

segment (s in reference to x5) to belong to optimization 

variables, very simple, it can be constrained. For example, 

w ≥ wmin ili s ≥ smin.   (20) 

We note that five variables are not independent. The average 

radius davg is related to the other design variables by the 

following expression: 

( ) wnsndd outavg ⋅−⋅−−= 1 .    (21) 

Quality factor. The quality factor of an inductor, via 

parameters of the one-port model shown in the Figure 2 (b), 

can be defined as follows 
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(22) 

  However, the problem is because equation (22) is not 

writen in geometric programming form. In references [2], this 

problem is solved thus is introduced one new variables QLmin 

or x6 and in the objective function this variables is maximize. 

An additive constraints can be written as QL ≥ QLmin. This 

approach is correct, but introduced one variables more and 

one new constraints more. For difference to this, in our 

software tool we suggest the next approach. 

  Let us find the  best possible  expression  for  Q-factor, 

thus it can be written in geometric programming form (an 

signomial expression), near a true quality factor (7) in all 

frequency range. This approach is enabled type of our 

implemented algorithm in which objective function and 

constraints functions can be written in monomial, posynomial 

and signomial form (for difference to program in [2]). This 

difference is crucial in the context to reduce the CPU time for 

optimization. We found the next expression for the Q-factor 

in the geometric programming form 
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23
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After simulation we are concluded that difference of 

expression (22) and (23) is less then 0.1 % in all frequency 

range of interest  (from 100MHz to 7GHz) and for different 

values inductance. As illustration, after simple mathematical 

operation, expression for Q-factor in the geometric 

programming form is as follows (for inductance 12nH) 
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where, again values x1=dout, x2=w, x3=davg, x5=s are in µm. In 

optimization process this objective function (24) is 

maximized in accordance with specifications for constraints. 

Thus, another specific value for inductance give different 

coefficients of each term, but function form and the exponents 

of the independent variable are stay the same. 

Constraint for minimum self-resonance frequency. The 

self-resonance frequency ωsr is the frequency at which the 

quality factor, expression (22), equal 0. We want that the self-

resonance frequency is greather then or equal to exactly 

specific value (minimum self-resonance frequency), that 

means ωsr ≥ ωsr, min. This condition can be written as follows 
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In the geometric programming form, expression (25) for 

specific value for inductance 12nH is given 
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5. RESULTS FOR OPTIMAL DESIGN OF 

INDUCTORS 

  One much used figure of merit for the inductor 

characterization is the quality factor (Q-factor), which we 

have already inroduced in the previous chapter. The Q-factor 

of an inductor is a figure of merit of usefulness of the  

component. With practical aspect we want to maximize Q-

factor for a specific value inductance and for a minimum self-

resonance frequency. In order to demonstrate our 

optimisation program we represented geometric programming 

problem as 

maximize     QL,   (27) 

subject to  

    L = Lzelj, s ≥ smin, ωsr≥ωsr,min,  (28) 

In the figure 3 is shown maximum Q-factor at 2.5GHz 

versus inductance value for the same test inductor as in  [2] 

(with PGS). Constraints are s ≥ 1.9µm for a curve 1, and for 

curve 2 is added constraint for minimum self–resonance 

frequency as ωsr ≥ 7GHz. 
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Fig. 3. Maximum Q-factor of  inductor versus inductance 

 

   Note that when ωsr is not constrained one obtains a 

higher maximum quality factor. The results our program 

presented in the figure 3 and Table 1 show excellent 

aggreament when compared with the measured data in open 

literature [2]. Our program gives graphical view for trade-off 

curves in an approximately one second (important advantage 

in compare with another programs in references) 

In the figure 4 is shown optimal curve dependence Q-

factor of spiral inductor for different value inductance. The 

simulation are performed for the space between conductor 

segment s ≥ 25µm for curve 1, and for curve 2 is added 

constraint for minimum self–resonance frequency as ωsr ≥ 

5GHz and for curve 3 is added constraint for minimum self–

resonance frequency as ωsr ≥ 8GHz. The greater value of the 

space between conductor segment s gives smaler value of Q-

factor. 

6. CONCLUSIONS 

  In this paper, a efficient optimisation algorithms via 

geometric programming has been proposed. We are presented 

how elements of model spiral inductor can be written in the 

posynomial form, and how objective function can be written 

in the signomial, monomial or posynomial form. Our 

developed software tool can radically reduce optimisation 

times for optimal design planar spiral inductor, while still 

keeping the desired accuracy. After a successful optimisation 

it is possible quickly to draw the global trade-off curves 

maximum Q-factor versus inductance. 
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Abstract: In this paper is discussed about fundaments of 

DWDM (Dense Wavelength Division Multiplexing) systems. 

In the first part, structure is explained and in the second part 

technologies, like multiplexing and demultiplexing. The third 

part is about components in DWDM systems (optical fibers, 

sources, amplifiers, detectors and commutators). 

Keywords: amplifiers, wavelength multiplexing, 

demultiplexing, optical fibers, channel spacing, switchers 

 

1. INTRODUCTION   
 

Because of growing of demands in the field of 

communications, the need for optical fibers rises. Most 

advantage of the DWDM technologies considering the 

technical and economical aspect is the potentially limitless 

transfer capacity, which can be achieved by either using 

improved equipment or by increasing number of wavelength 

in the fiber without expensive system upgrading. Further 

advantages of DWDM systems are also transparence, 

scalability and dynamical provision. (supply).   
 

2. EVOLUTION 
 

The evolution of optic fibers is closely connected to the part 

of optical spectrum, in which optical attenuation is small.  

These bands, windows, are in the region of big absorption. 

Early systems worked around 850 nm (first window). It was 

discovered that the second window (so called S band), 1310 

nm, is more superior, because of smaller attenuation, and at 

the end the third window (C band) 1550 nm with smallest 

attenuation. Today the use of the forth window (L band) 1625 

nm is being discovered.  

 

In the 80's started the idea of broadband WDM systems, that 

would use two broad-spaced wavelengths located around 

1310 nm and 1550 nm (or 850 nm and 1310 nm). 

Narrowband WDM started in the 90's using two to eight 

channels. These channels are 400 GHz spaced in the 1550 nm 

window. Evolution continued during the 90's by developing 

dense WDM (DWDM) systems with 16 to 40 channels 

spaced 100 to 200 GHz. By the end of 90's these systems 

combined even 64 channels, dense packed with 50 GHz 

spacing. Crawford Hill laboratory was the first that reached 

the 1 TBps data speed in 1996, sending 50 channels, everyone 

with 20 GBps along the 55 km cable. [4] 
 

3. STRUCTURE OF DWDM SYSTEMS 
 

DWDM has few multilayer functions that are shown on the 

figure 1. It is a DWDM system with four channels. Every 

optical channel has its own wavelength.  

 

Main functions of those systems are: 

• Generating the signal – the source, semiconductor laser, 

assures that the light is in the specific narrow region that 

carries digital data, modulated as an analog signal. 

 

 
Figure 1.   Functional scheme of DWDM 

 

• Signal combining – modern DWDM systems use 

multiplexers to combine signals. One important thing is 

also the loss caused by multiplexing and demultiplexing, 

that depends of number of channels, but can be reduced 

by using optical amplifiers, that amplify all wavelengths 

at once without electro-optical conversion.  

• Transmitting the signal – The effects of crosstalk, 

optical signal degradation and signal loss must be 

considered by planning the optic fiber transfer. These 

effects should be minimized by parameter controlling 

such as channel spacing, wavelength tolerance or laser 

power levels. Over a transmission link, the signal may 

need to be amplified.  

• Received signal separation – On the receiver part, the 

multiplexed signals should be demultiplexed. Although it 

seems simpler than signal combining, process is 

technically more complicated.  

• Signal receiving – The demultiplexed signal can now be 

received using photo detectors. 

 

In addition to these functions, DWDM systems should also be 

equipped with transponders, which convert incoming signal 

in the form of monomode or mulitomode laser standard 

signal. [4] 
 

4. TECHNIQUES  
 

Technology development in the field of optical filters and 

narrowband lasers made it possible for DWDM systems to 

combine more than two wavelengths. By discovering optical 

amplifiers with flat gain, the transmitting distance had 

become bigger. Other technologies that had influence on the 

evolution of DWDM systems were optic fiber upgrading, 

with the result in smaller attenuation and better transmitting 

characteristics, also improvement of EDFA amplifiers and 

equipment like brag gratings used in the multiplexing process. 

[1] 
 

Mulitplexing and demultiplexing  
 

The main idea of DWDM systems is that signals from 

different sources are transmitted trough one fiber; multiplexer 

combines these incoming signals into one beam. 

Demultiplexer separates this beam to components with 

different wavelengths and routes them to fibers.  

Demultiplexing has to be done before detecting the light, 

because photo detectors are broadband devices that cannot 

make selective detection of one specific wavelength.  
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Techniques of multiplexing and demultiplexing 
 

A simple form of multiplexing or demultipelxing can be done 

using a prism. Figure 2 shows demultiplexing process. A 

parallel beam of polychromatic light is falling on a prism 

surface; each component wavelength is refracted differently. 

This is the "rainbow" effect. In the output light, each 

wavelength is separated from the next by an angle. A lens 

then focuses each wavelength to the point where it needs to 

enter a fiber. In the reverse process, the same components are 

used (multiplexing of different wavelengths onto one fiber).   

 
Figure 2. Demultiplexing, refracting trough the prism 

 

Another technology is based on the principles of diffraction 

and of optical interference. As shown on the figure 3 when 

polychromatic light enters a diffraction grating, each 

wavelength is diffracted at a different angle and therefore to a 

different point in place. Using a lens, these wavelengths can 

be focused onto individual fibers.  

 

 
Figure 3.  Grating Diffraction 

 

AWG (arrayed waveguide gratings) device, also called an 

optical waveguide router consists of an array of curved-

channel waveguides with a fixed difference in the path length 

between adjacent channels (shown at the figure 4). 

 

 
Figure 4.  Arrayed Waveguide Grating (AWG) 

 

Waveguides are connected to cavities at the input and output. 

When the light enters the input cavity, it diffracts and enters 

the waveguide array. There the optical length difference of 

each waveguide introduces phase delay in the output cavity, 

where an array of fibers is coupled. As results, different 

wavelengths are having maximal interference at different 

locations, which correspond to the output ports.  

 

A different technology uses interference filters in devices 

called thin film filters or multilayer interference filters. By 

positioning filters, consisting of thin films, in the optical path, 

wavelengths can be sorted out (demultiplexed). The property 

of each filter is such that it transmits one wavelength while 

reflecting others. By cascading these devices, many 

wavelengths can be demultiplexed (see figure 5). 
 

  
 

Figure 5. Multilayer interference filters 

 

AWG and thin film interference filters are gaining 

prominence. Filters offer good stability and isolation between 

channels at moderate cost, but with a high insertion loss. 

AWGs are polarization-dependent (which can be 

compensated), and they exhibit a flat spectral response and 

low insertion loss. A potential drawback is that they are 

temperature sensitive such that they may not be practical in 

all environments. [4] 
 

Optical add/drop multiplexers 
 

In the DWDM systems, between multipelxing and 

demultiplexing, are different wavelengths being used. It is of 

interest that during transmitting some wavelengths could be 

dropped and other added. That is exactly what optical 

add/drop multiplexers (OADM) do.  

 
Figure 6. Selective dropping and adding of wavelength 

 

Instead of separating and combing all wavelengths, OADM 

can drop some and other wavelengths are passed. OADMs are 

evolution key for all optical networks. OADM is similar to 

SONET and ADM, it adds and drops some wavelengths but it 

does not need any electro-optical conversion. Figure 6 shows 

that process. The signal should be amplified before and after 

the process, some OADM may have these amplifiers inside, 

depending on the manufacturer [2] 

There are two types of OADM. First generation OADMs are 

fixed devices, which are physically configured to drop some 

specific wavelengths and to add other. The second generation 

of OADMs is variable and can dynamically choose which 

wavelengths to add and which to drop. Thin filter are chosen 

as filters for OADM in MAN DWDM systems because of 

their price and stability.  
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Interleaving technology  
 

Interleaving technology is used more and more, because it 

allows very dense channel packing with 50 GHz spacing or 

less. Two separate multiplexers or demultiplexers have 

channel spacing twice bigger than it is demanded at the 

output and they combine by interleaving, so that at the end 

the whole wavelength band is covered. One mulitplexer 

(demultiplexer) covers even and other uneven channels 

(figure 7). 

 
Figure 7. By the interleaving technique 50 GHz spacing is 

achieved using 100 GHz spacing demultiplexers 

 

By using the interleaving technique, manufactures can avoid 

making new components that request denser channel spacing 

and therefore they gain more profit.  

General concept of interleaving is interferometer interleaving 

of two beams. Interference causes the periodically repeated 

signal on the output, if trough the device wavelength 

multiples are passed and the wanted spacing is being achieved 

by additional model controlling. 

 
Figure 8. Interleaving 1x4 

 

Logical upgrading of interleavers 1x2 would be interleavers 

1x4. By this approach, it is possible to separate channels with 

50 GHz spacing by using thin dielectric films or AWG filters 

with 200 GHz channel spacing (see figure 8).    

Today, producers are using coupled fiber, liquid crystals and 

other materials. Possibly the easiest material and technology 

model are Mah-Zenderov interferometer coupled fibers. 

Interference appears between two fibers and is caused by their 

different length. By carefully controlling of distance between 

the lengths of fibers, wanted channel spacing will be 

accomplished according to the ITU table. These interleaves 

are made only of fibers, therefore they have very little 

attenuation, dispersion, uniform replay in spectrum of 

wavelength and they have minimal polarization effects [3]. 

 

 

Figure 9. shows the overview of multiplexing technology 

choice depending on different purpose. The choice of 

equipment and device for multiplexing and demultiplexing 

depends as on the number of channels as on the spacing 

between them,   which are used in DWDM systems.  

 

 
Figure 9. Choosing of DWDM technology depends of 

concrete usage 

 

The criteria for choosing today's DWDM systems are often 

demanding usage of different techniques together, because of 

their own limitations. 
 

5. COMPONENTS OF DWDM SYSTEMS  
 

Optical fibers 
 

Optical monomode fibers eliminate dispersion between waves 

and it is possible to transfer signal on a big distance with less 

disfigures. Therefore, mostly monomode fibers are used in 

DWDM systems.  

 

The main type of monomode optical fibers:  

• Non-dispersion-shifted fibers (NDSF) – are used in 

more then 95% of networks; suitable are for TDM (one 

channel) in region of 1310nm or for DWDM in region of 

1550nm (with the dispersion compensators)  

• Dispersions-shifted fibers (DSF) – are suitable for 

TDM in region of 1550nm, however they are not suitable 

for DWDM in this window.  

• Non-zero dispersions-shifted fibers (NZ-DSF) – are 

suitable also for TDM and DWDM in region of 1550nm. 

• Fibers of new generation – these fibers allow the energy 

to go deeper in the cladding, allowing small dispersion in 

order to shrink mixing effects of four waves, these are 

also fibers with flat dispersion, which allows the usage of 

wavelength far from optimum wavelength, without 

spreading the impulse. 

 

As the flow of data distribution has grown from 10GB/s to 40 

GB/s, the number of so-called non linear effects is bigger, 

which shows that the signal changes on hard predictable way. 

[1] 
 

Sources and detectors of optical signals  
 

There exist two light sources – LED diodes and lasers. Led 

diode is used only for small bit rates (less than 1GB/s) while 

the lasers might be used for much bigger bit rates. 

Demands for lasers are: as precise wavelength, as narrow 

spectrum, big straight and control of chirp (change of signal 

frequency in time). 

 

The type of modulation can influence the chirp. There are two 

semi conducting lasers, Fabry-Perot lasers and distributed 

feedback semiconductor lasers – DFB lasers. DFB lasers 

mostly are appropriate for DWDM systems because they are 

transmitting almost monochromatic light, they are capable to 

develop high bit rates, having good signal/noise rate and 

having good linearity. DFB lasers also have central frequency 

in the area of 1310nm and 1520-1565nm. The area from 1520 
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- 1565 nm is compatible with EDFA amplifier. DFB lasers 

are available for precise define wavelength.  

 

At the receiver part it is necessary to detect the signal at each 

wavelength separately (signal is already de-multiplex). Photo 

detectors are big spectrum devices, example PIN or "lavin" 

photo diode.  
 

Optical amplifiers 
 

Because of the loss, the signals are transmitted on the limited 

distance.  
 

Erbium-doped fiber amplifiers (EDFA) 

 

Erbium-doped fiber amplifiers are necessary for successful 

transfer DWDM signals on big distance. Erbium is very rear 

element, which, when it is stimulated, emits the light on 

wavelength from 1.54∓m and this is the wavelength on 

which the loss is lowest and which are used in DWDM. 

Attenuated signal enters erbium-doped fiber in which the 

light from 980nm or 1480nm is pumped in with the help of 

pump-laser. These stimulated atoms emit additional light at 

wavelength around 1550nm. As this process is continuing 

through the fiber, light becomes stronger. These stimulated 

emitted atoms of erbium make also the noise stronger. [1] 

 

 
 

Figure 10. Erbium doped fiber amplifier 

 

EDFA is available in C and L windows but in very small area 

(1530 – 1560nm). Because of it, the wavelengths are packed 

very tight, so that as much as possible channels can be 

transferred. Then mixing of channels becomes important and 

therefore it is necessary to make amplifier with bigger 

amplifier region so that channels can be more spaced.  

That is exactly what EBFA (extended band fiber amplifier) 

stands for. It has one region same as by EDFA (1520 – 

1560nm) and the other, extended at 1590nm.  EBFA has flat 

gain in the region bigger then EDFA (35nm) and smaller 

noise. EBFA shows improvement, which is applicable in 

constant requests of bigger capacities.   
 

Ramanov amplifier  
 

Main ides is to use Ramanov effect. Raman effect happens by 

interaction of light and material (as e.g. fiber) and its effect is 

transferring some photons to others, usually bigger, 

wavelength.   

 

 

 
Figure 11. Raman amplifier 

In this way, it is possible to amplify the signal by putting in 

light on a different smaller wavelength than the input signal 

has. Signal is being amplified when it passes the fiber with 

the same wavelength as the Raman emission (by input). 

Signals stimulate Ramanov emission, which is on the same 

wavelength as the signal, and so increase intensity of the 

signal. Raman amplifier has weak increase (big straight of 

laser for input is necessary), however it increases any 

wavelength (different then EDFA where it depends on 

erbium). By putting in more wavelengths, it is possible to 

reach very flat gain in big area. 
 

Linear optical amplifier  
 

New type of amplifier, LOA amplifier is first amplifier that is 

based on chip, and which has succeeded to handle the request 

on big number of DWDM channel without interfering. In 

addition, their attitude is predictable independently of 

changes in the net in real time and therefore they are 

acceptable for using in MAN and access networks. 

 
Figure 12. Linear optical amplifier 

 

LOA is made from one optical active waveguide, which is 

connecting the entrance and outcome fibers. In the amplifier 

part, you can find also vertical laser, which is responsible for 

the linearity of this amplifier, and it behaves as ultra fast 

optical feedback that makes this amplifier flexible on changes 

in net. Light on more wavelengths is going vertical through 

chip; laser pump is going down vertically so that it increases 

all wavelengths. Future generations, which will be corrected 

outgoing force and decreased the noise, will be used in long-

haul networks.  
 

Optical switches  
 

There are different technologies, which makes the optical 

switching possible. Some of them are already implemented in 

development phase. Here there will be detailed explained 

microelectronic method (MEMS switches) and the method 

based on technical crystal.  
 

 

MEMS optical switch 
 

There are technologies, which make optical switch possible. 

However, micro-electro-mechanic systems-based matrix 

optical switches – MEMS switches they are offering different 

advantages comparing to other. 
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Figure 13.  Matrix switch 

First, it is based on silica and so is their production in big 

quantities and small dimensions (as semi conducting industry) 

cheap. In addition, MEMS switchers are working 

independently from wavelength and from protocol which is 

used. They are using simple optic in free space (moving 

mirrors and making it possible for any incoming channel to 

be transferred to any outgoing – figure 13.), so that the signals 

does not interfere with each other and the connection between 

them stays unaffected either referring to the transfer OC-192 

(10GBps) signal or ATM signal. MEMS switchers are also 

bi-directional and so they can be used in different 

configurations. With the help of MEMS switchers 

dynamically add/drop multiplexes can be implemented.  

Other technology of optical switchers 

Equipment that is based on liquid crystal solves the problem 

of electro-optical conversion. The main idea is in the 

polarization of the crystal: one type of polarization is being 

reflected while the other passes trough. Then light travels 

trough active region. If there is electromagnetic field active, it 

changes the polarization, if not, it does not change. Then 

these two streams (which polarization may have been 

changed) come to a combiner that passes light to specific 

outputs. 

There are also comutators that are based on wavelength 

routers, lithium niobat or semi-conducting amplifiers. All of 

them have the same idea, that materials they are made of, 

change their optical characteristics (refraction index), if there 

is some electrical field present. Semi-conducting switchers 

are the fastest and therefore they are very suitable for WDM 

systems. 

 

6. CONCLUSION 
 

DWDM evolution is depending on compromises between 

characteristics, price and flexibility. There is no ideal 

technique but interleavers together with dielectrically filters 

or AWG are the future for DWDM systems. DWDM systems 

will guarantee the band for big data rates. Capacity will rise 

and allow bigger and bigger data rates and the only limit is 

the technology, like channel spacing. 

DWDM is not only new technology now, it is the base for all 

optical networks that use network type of topology. This 

evolution is caused by commutation in photonic layer, and 

new routing protocols allow the light to travel trough the 

network on the same way like in today's virtual networks. 

This all together give us a vision of all optical networks.  
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of 1” (2.54 cm) and lower margin of 0,59” (1,5 cm), left and 
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the word processor MS WORD 97/2000, and for the figures 

to use the graphic program CorelDraw, if the graphs are not 

going from the original programs, i.e., from the programs 

received (like MATLAB).  

The title of the work shall be written on the first page, 

in bold and 12 pt. size. Also, on the first page, moved for one 

line spacing from title, the author’s name together with the 

name of his institution shall be printed in the letter size (10pt, 

Italic). The remaining parts of the manuscript shall be done in 

two columns with 0.5cm distance. The work shall be typed 

with line spacing 1 (Single) and size not less than 10 pt (like 

as this instruction). After the title of the work and the name of 

the author/s, a short content in English language follows, 

written in italics. The subtitles in the text shall be written in 
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Illustrations (tables, figures, graphs etc.) may be wider 
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results. The same applies to figures and graphs but the 

accompanying text comes underneath the figure of graphs, for 

instance: Fig.3: Equivalent circuit diagram... 

The work should not be finished at the beginning of a 

page. If the last manuscript page is not full, the columns on 

that page should be made even. Number of pages should not 

go over 6. 

3. CONCLUSION 

This short instruction is presented in order to enable 

the unification of technical arrangement of the works. 
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